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Abstract. Let f (x) = 1+ ∑∞
n=1 anxn be a formal power series with complex

coefficients. Let {rn}∞
n=1 be a sequence of nonzero integers. The Integer

Power Product Expansion of f (x), denoted ZPPE, is ∏∞
k=1(1+wkxk)rk . In-

teger Power Product Expansions enumerate partitions of multi-sets. The
coefficients {wk}∞

k=1 themselves possess interesting algebraic structure.
This algebraic structure provides a lower bound for the radius of conver-
gence of the ZPPE and provides an asymptotic bound for the weights
associated with the multi-sets.

1. Introduction

In the field of enumerative combinatorics, it iswell known that

(1) 1 +
∞

∑
n=1

p(n)xn =
∞

∏
n=1

(1− xn)−1,

where p(n) is the number of partitions of n [1]. Equally well known is the generating
function for pd(n), the number of partitions of n with distinct parts [1]

(2) 1 +
∞

∑
n=1

pd(n)xn =
∞

∏
n=1

(1 + xn).

Equation (2) is a special case of the Generalized Power Product Expansion, GPPE. The
GPPE of a formal power series 1 + ∑∞

n=1 anxn is

(3) 1 +
∞

∑
n=1

anxn =
∞

∏
n=1

(1 + gnxn)rn ,
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where {rn}∞
n=1 is a set of nonzero complex numbers. If rn = 1 and gn = 1, Equation (3)

becomes Equation (2). Similarly, Equation (1) is a special case of the Generalized Inverse
Power Product Expansion, GIPPE. The GIPPE of a formal power series 1 + ∑∞

n=1 anxn is

(4) 1 +
∞

∑
n=1

anxn =
∞

∏
n=1

(1− hnxn)−rn ,

where {rn}∞
n=1 is a set of nonzero complex numbers. Equation (1) is Equation (4)

with rn = 1 and hn = 1. The analytic and algebraic properties of the GPPE and the
GIPPE were extensively studied in [5, 6, 4]. Since Equations (1) and (2) are generating
functions associated with partitions, it is only natural to define a single class of product
expansions that incorporate both as special examples. Define the Integer Power Product
Expansion, ZPPE, of the formal power series 1 + ∑∞

n=1 anxn to be

(5) 1 +
∞

∑
n=1

anxn =
∞

∏
n=1

(1 + wnxn)rn ,

whenever {rn}∞
n=1 is a set of nonzero integers. Then Equation (2) is Equation (5) with

rn = 1 and wn = 1, while Equation (1) is Equation (5) with rn = −1 and wn = −1.

The purpose of this paper is to study, in a self-contained manner, the combinatorial,
algebraic, and analytic properties of the ZPPE. Section 2 discusses, in detail, the role of
integer power product in the field of enumerative combinatorics. In particular, we show
how integer power products enumerate partitions of multi-sets. We also discuss how
the ZPPE factors the formal power series associated with the number of compositions.
Section 3 derives the algebraic properties of wn in terms of {an}∞

n=1 and {rn}∞
n=1. The

most important property, known as the Structure Property, writes wn as a polynomial
in {ai}n

i=1, whose coefficients are rational expressions of the form p(r1,r2,..,rn)
q(r1,r2,..,rn)

. We exploit
the Structure Property in Section 4 when determining a lower bound for the radius of
convergence of ∏∞

n=1(1+wnxn)rn . Section 4 also contains an asymptotic approximation
for the integer power product expansion associated with 1 − ∑∞

n=1 snxn where s =

supn≥1 |an|
1
n , namely the majorizing product expansion.

2. Combinatorial Interpretations of Integer Power Product Expansions

Given a formal power series 1+∑∞
n=1 anxn or an analytic function f (x) with f (0) = 1

which has a Taylor series representation 1 + ∑∞
n=1 anxn, we define the Integer Power

Product Expansion, denoted ZPPE, as

(6) f (x) =
∞

∏
n=1

(1 + wnxn)rn ,
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where {wn}∞
n=1 is a set of nonzero complex numbers and {rn}∞

n=1 is a set of nonzero
integers. We say (1 + wnxn)rn is an elementary factor of the ZPPE. If rn ≥ 1, an elemen-
tary factor has the form (1 + wnxn)rn = (1 + gnxn)rn , while for rn ≤ −1, an elementary
factor has the form (1 + wnxn)rn = (1− hnxn)−|rn|. If rn = 1 for all n, Equation (6) be-
comes the Power Product Expansion f (x) = ∏∞

n=1(1+ gnxn), while if rn = −1 for all n,
Equation (6) becomes the Inverse Power Product Expansion f (x) = ∏∞

n=1(1− hnxn)−1.

Given a fixed set of nonzero integers {rn}∞
n=1 , there is a one-to-one correspondence

between the set of formal power series and the set of ZPPE’s. To discover this corre-
spondence, expand each elementary factor of Equation (6) in terms of Newton’s Bino-
mial Theorem and then compare the coefficient of xn. In particular we find that

1 +
∞

∑
n=1

anxn =
∞

∑
k1=0

(
r1
k1

)
(w1x)k1

∞

∑
k2=0

(
r2
k2

)(
w2x2

)k2
∞

∑
k3=0

(
r3
k3

)(
w3x3

)k3
· · · .

Hence,

an =

(
rn

1

)
wn + ∑

l·v=n
lj<n

(
rl1
v1

)
· · ·
(

rlθ
vθ

)
wv1

l1
· · ·wvθ

lθ
,(7)

where l = [l1, l2, · · · , lθ] and v = [v1, v2, · · · , vθ]. Equation (7) implies that

wn =
1
rn

an − ∑
l·v=n
lj<n

(
rl1
v1

)
· · ·
(

rlθ
vθ

)
wv1

l1
· · ·wvθ

lθ

 .(8)

We formalize the above discussion in the following proposition which is a statement
about a bijection between the sequence of the coefficients in a given power series and
the sequence of coefficients in its ZPPE expansion.

Proposition 1:Let {rn}∞
n=1 denote a sequence of nonzero integers. Let wk ∈ C, k = 1, 2, . . ., be

an infinite sequence. Let the symbol ∏∞
k=1(1 + wkxk)rk stand for the infinite product

(9)
∞

∏
k=1

(1 + wkxk)rk := (1 + w1x)r1(1 + w2x2)r2 · · · (1 + wkxk)rk · · · .

Then there exists a unique sequence an ∈ C, n = 1, 2, . . ., such that in the sense of power series
the following holds

(10) 1 +
∞

∑
n=1

anxn =
∞

∏
k=1

(1 + wkxk)rk .

Conversely, let an ∈ C, n = 1, 2, . . . , be an infinite sequence. Then there exists a unique
sequence of elements wk ∈ C, k = 1, 2, . . ., such that the identity (10) holds. Moreover, the
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elements wk have the representation provided by Equation (8).

The one-to-one correspondence of Proposition 1 has many combinatorial interpre-
tations. Let n be a positive integer. A partition of n is a sum of k positive integers
ik such that n = i1 + i2 + · · · + ik. Each il for 1 ≤ l ≤ k is called a part of the par-
tition [1]. Without loss of generality assume 1 ≤ i1 ≤ i2 ≤ · · · ≤ ik ≤ n. Given
n = i1 + i2 + · · ·+ ik, we associate each part ik with the monomial xik . Then each sum-
mand of ∑∞

j=0(xik)j = 1 + xik + x2ik + x3ik + · · · represents the part ik occurring j times,
and the product ∏∞

i=1 ∑∞
j=0(xi)j = ∏∞

i=1(1− xi)−1 becomes

∞

∏
i=1

(1− xi)−1 = (1− x)−1(1− x2)−1(1− x3)−1 · · · =
∞

∑
n=0

p(n)xn,(11)

where p(n) is the number of partitions of n. Equation (11) is Equation (6) with rn = −1
and wn = −1 for all n. To obtain a combinatorial interpretation for Equation (6) with
rn = 1 and wn = 1 we observe that

∞

∏
i=1

(1 + xi) = (1 + x)(1 + x2)(1 + x3) · · · =
∞

∑
n=0

pd(n)xn,(12)

where pd(n) counts the partitions of n composed of distinct parts [1], where a partition
of n has distinct parts if n = i1 + i2 + · · ·+ ik and il = ip if and only if l = p.

Equations (11) and (12) may be combined as follows. Let {rk}∞
k=1 be a set of integers

such that for each k, rk = 1 or rk = −1. Furthermore require that wk = rk. Equation (6)
becomes

(13)
∞

∏
i=1

(1 + rixi)ri =
∞

∑
n=0

pH(n)xn,

where pH(n) is the number of partitions of n composed of unlimited number of copies
of the part xk if rk = −1, and at most one copy of the part xk if rk = 1. For example
suppose that ri = −1 if i is odd and ri = 1 if i is even. Equation (13) becomes

(1− x)−1(1 + x2)(1− x3)−1(1 + x4)(1− x5)−1(1 + x6) · · · =
∞

∑
n=0

pH(n)xn.

In Equation (13) we required that rk = ±1. Let us remove this restriction and just
assume {rk}∞

k=1 is an arbitrary set of integers. Define

sg(rn) =


1, rn ≥ 1,
−1, rn ≤ −1.
0, rn = 0.

(14)
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Is there a combinatorial interpretation for ∏∞
i=1(1 + sg(ri)xi)ri? To answer this ques-

tion we need the notion of a multi-set. Let {rk}∞
k=1 be a set of nonnegative integers.

Define the associated multi-set as 1r12r2 . . . krk . . . , where krk denotes rk distinct copies
of the integer k. If rk = 0, there are no copies of k in the multi-set. Given {rk}∞

k=0, a set
of positive integers, we form the generating function

∞

∏
i=1

(1 + xi)ri = (1 + x)r1(1 + x2)r2 . . . (1 + xk)rk · · · =
∞

∑
n=0

p̂d(n)xn,(15)

where p̂d(n) counts the partitions of ncomposed of distinct parts of the multi-set 1r12r2 . . . iri . . . .
To clarify what is meant by distinct parts when working in the context of multi-sets, it
helps to introduce the notion of color. Each of the ri copies of i is assigned a unique
color from a set of ri colors. Differently colored i’s are considered distinct from each
other. Thus p̂d(n) counts the partitions of n over the multi-set 1r12r2 . . . krk . . . which
have distinct colored parts. As a case in point, take the multi-set 12243345, and repre-
sent it as
{1R, 1B, 2R, 2B, 2O, 2Y, 3R, 3B, 3O, 4R, 4B, 4O, 4Y, 4G} where the color of the digit is denoted
by the subscript and R = Red, B = Blue, O = Orange, Y = Yellow, and G = Green. The
generating function for this multi-set is ∏4

n=1(1+ xn)rn = (1+ x)2(1+ x2)4(1+ x3)3(1+
x4)5 where exponent of x denotes the part while the exponent of each elementary factor
denotes the number of colors available for the associated part.

Equation (15) is the multi-set generalization of Equation (12). There is also a multi-
set generalization of Equation (11). Assume rn is a positive integer. Equation (11)
generalizes as

∞

∏
i=1

(1− xi)ri = (1− x)r1(1− x2)r2(1− x3)r3 · · · =
∞

∑
n=0

p̂(n)xn,(16)

where p̂(n) is the number of partitions of n associated with the colored multi-set which
contains an unlimited number of repetitions of each integer k in rk colors. In other
words, the multi-set is Sr1

1 Sr2
2 . . . Sri

i . . . , where Si = {i, i + i, i + i + i, . . . }. The factor
(1− xi)ri = (1 + xi + x2i + x3i + . . . )ri corresponds to {i, i + i, i + i + i, . . . } replicated
in ri colors. As an example of Equation (16), let r1 = 2, r2 = 1 and r3 = 3. The
associated generating function is (1− x)−2(1− x2)−1(1− x3)−3, and the multi-set con-
tains two copies of {1, 1 + 1, 1 + 1 + 1, . . . }, one in Red and one in Blue; one copy of
{2, 2+ 2, 2+ 2+ 2, . . . } in Red; and three copies of {3, 3+ 3, 3+ 3+ 3, . . . } in Red, Blue,
and Orange.

We combine Equations (15) and (16) as
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∞

∏
i=1

(1 + sg(ri)xi)ri =
∞

∑
n=0

p̂H(n)xn,(17)

where p̂H(n) is the number of partitions composed from |ri| copies of Mi, where
Mi = {i, i + i, i + i + i, · · · } if sg(ri) = −1, and Mi = {i} if sg(ri) = 1. As a spe-
cific example of Equation (17), let r1 = −1, r2 = 2, and r3 = −2. Then M1 =
{1, 1 + 1, 1 + 1 + 1, · · · } occurs in Red, M2 = {2} occurs in Red and Blue, while
M3 = {3, 3 + 3, 3 + 3 + 3, · · · } occurs in Red and Blue, and the associated generat-
ing function is (1− x)−1(1 + x2)2(1− x3)2.

Equation (17) is the multi-set generalization of Equation (13). To further generalize
Equation (17) we multiply each part i of the multi-set with the weight wi to form

∞

∏
i=1

(1 + sg(ri)wixi)ri =
∞

∑
n=0

p̂H(w̄, n)xn,(18)

where p̂H(w̄, n) is a polynomial in {wi}∞
i=0 such that each w̄ is the sum of monomials

wα1
1 wα2

2 . . . wαm
m , where ∑m

i=1 iα1 = n and αm counts the number of times colored part m
appears in the partition. If sg(ri) = −1, there are |ri| colored copies of the weighted
multi-set Mi = {wii, wii + wii, wii + wii + wii . . .} = {kwii}∞

k=1, and each kwii is associ-
ated with the monomial wk

i (xi)k = wk
i xik. If sg(ri) = 1, there are ri colored copies of

the weighted multi-set Mi = {wii}, where wii is associated with the monomial wixi.
In the case of the previous example with r1 = −1, r2 = 2, and r3 = −2, we now
have one copy of the weighted multi-set {w1,, w1 + w1, w1 + w1 + w1, · · · }, two copies
of the multi-set {2w2}, and two copies of the multi-set, and the generating function is
(1− w1x)−1(1 + w2x2)2(1− w3x3)2.

The combinatorial interpretations of Equations (11) through (18) originated from the
product side of Equation (6). To develop a combinatorial interpretation from the sum
side of Equation (6), define f (x) = 1 − ∑∞

n=1 anxn where {an}∞
n=1 is a set of positive

integers. Equation (6) implies that

1−
∞

∑
n=1

anxn =
∞

∏
n=1

(1 + wnxn)rn(19)

Take Equation (19) and form the reciprocal.

1
1−∑∞

n=1 anxn =
1

∏∞
n=1(1 + wnxn)rn

=
∞

∏
n=1

(1 + wnxn)−rn .(20)
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Equation (20) shows that the reciprocal of 1− ∑∞
n=1 anxn is also a ZPPE. Expand the

left side of Equation (20) as

1
1−∑∞

n=1 anxn = 1 +
∞

∑
n=1

anxn +

[
∞

∑
n=1

anxn

]2

+

[
∞

∑
n=1

anxn

]3

+ · · ·+
[

∞

∑
n=1

anxn

]k

+ . . .

= 1 +
∞

∑
n=1

C(n, 1)xn +
∞

∑
n=2

C(n, 2)xn + · · ·+
∞

∑
n=k

C(n, k)xn + . . .

= 1 +
∞

∑
n=1

[
n

∑
k=1

C(n, k)

]
xn,

where C(n, k) is a polynomial representation of the compositions of n with exactly k
parts such that the part i is represented by ai and the + is replace by ∗. In other words,
C(n, k) is composed of monomials cai1 ai2 . . . aik such that i1 + i2 + . . . ik is a partition of n.
Recall that a composition of a positive integer n with k parts is a sum i1 + i2 + . . . ik = n
where each part ij is a positive integer with 1 ≤ ij ≤ n. The difference between a
partition of n with k parts and a composition of n with k parts is that a composition
distinguishes between the order of the parts in the summation [?, 2]. Our combinatorial
interpretation of C(n, k) is verified via a standard induction argument on k.

Since

1
1−∑∞

n=1 anxn = 1 +
∞

∑
n=1

[
n

∑
k=1

C(n, k)

]
xn := 1 +

∞

∑
n=1

Cnxn,(21)

we may interpret Cn to be the sum of all non-trivial polynomial representations of the
compositions of n with k parts, i.e. Cn is a polynomial representation of the compo-
sitions of nwhere Cn is constructed by taking the set of compositions of n, replacing
i with ai, replacing + with ∗, and summing the monomials. If an = 1, C(n, k) is the
number of compositions of n with k parts, while Cn is the total number of compositions
of n. In particular, we find that

1
1−∑∞

n=1 xn =
1

1−
( x

1−x
) = 1 +

x
1− x

+

(
x

1− x

)2

+ · · ·+
(

x
1− x

)k
+ . . .

= 1 +
∞

∑
n=1

xn +

[
∞

∑
n=1

xn

]2

+

[
∞

∑
n=1

xn

]3

+ · · ·+
[

∞

∑
n=1

xn

]k

+ . . . .(22)
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Define [∑∞
n=1 xn]k = ∑∞

l=k Ĉ(l, k)xl whenever k ≥ 1. Clearly Ĉ(l, 1) = 1 and a standard
induction argument on k shows that Ĉ(l, k) = ( l−1

k−1). Equation (22) then becomes

1
1−∑∞

n=1 xn = 1 +
∞

∑
n=1

xn +

[
∞

∑
n=1

xn

]2

+

[
∞

∑
n=1

xn

]3

+ · · ·+
[

∞

∑
n=1

xn

]k

+ . . .

= 1 +
∞

∑
n=1

Ĉ(n, 1)xn +
∞

∑
n=2

Ĉ(n, 2)xn + · · ·+
∞

∑
n=k

Ĉ(n, k) + . . .

= 1 +
∞

∑
n=1

[
n

∑
k=1

Ĉ(n, k)

]
xn = 1 +

∞

∑
n=1

[
n

∑
k=1

(
n− 1
k− 1

)]
xn

= 1 +
∞

∑
n=1

2n−1xn.

Our calculations have proven of the fact that number of compositions of n is 2n−1, and
the number of compositions of n with k parts is (n−1

k−1). See Example I.6, Page 44 of
[2] or Theorem 3.3 of [8]. But more importantly, by combining our observations with
Equation (20), we see that the ZPPE ∏∞

n=1(1+wnxn)−rn provides a way of factoring the
series 1+ ∑∞

n=1 Cnxn, where Cn is the polynomial representation of the compositions of
n.

3. Algebraic Formulas for coefficients of Integer Power Product Expansions

In this section all calculations are done in the context of formal power series and
formal power products. For a fixed set of nonzero integers {rn}∞

n=1, there are three
ways to describe the coefficients of the ZPPE in terms of the coefficients of a given
power series. First is Equation (8). An alternative formula for {wn}∞

n=1 is found by

computing the log of Equation (6). Since log(1 + wnxn) = ∑∞
k=1

(−1)k−1(wnxn)k

k
, we

observe that

(23) log
∞

∏
n=1

(1 + wnxn)rn =
∞

∑
n=1

rn log(1 + wnxn) =
∞

∑
n=1

rn

∞

∑
k=1

(−1)k−1(wnxn)k

k
.

Represent log f (x) = ∑∞
k=1 Dkxk. Comparing the coefficient of xs in this expansion of

log f (x) with the coefficient of xs provided by the expansion in Equation (23) implies
that

(24) Ds =
1
s

∞

∑
n:n|s

(−1)
s
n−1nrnw

s
n
n .

Solving Equation (24) for ws gives us
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ws =

Ds − 1
s ∑ n|s

n 6=s
(−1)

s
n−1nrnw

s
n
n

rs
.(25)

Although Equations (8) and (25) are useful for explicitly calculating wn, neither of
these formulas reveal the structure property of wn crucial for determining a lower
bound on the radius of convergence of the ZPPE. Take Equation (6), define an = C1,n,
and rewrite it as

1 +
∞

∑
n=1

C1,nxn = (1 + w1x)r1 [1 +
∞

∑
n=2

C2,nxn],

where 1 + ∑∞
n=2 C2,nxn = ∏∞

n=2(1 + wnxn)rn . Next write

1 +
∞

∑
n=2

C2,nxn = (1 + w2x2)r2 [1 +
∞

∑
n=3

C3,nxn],

where 1+∑∞
n=3 C3,nxn = ∏∞

n=3(1+wnxn)rn . Continue this process inductively to define

(26) 1 +
∞

∑
n=j

Cj,nxn = (1 + wjxj)rj [1 +
∞

∑
n=j+1

Cj+1,nxn],

where 1 + ∑∞
n=j Cj,nxn = ∏∞

n=j(1 + wnxn)rn and 1 + ∑∞
n=j+1 Cj+1,nxn = ∏∞

n=j+1(1 +

wnxn)rn . By comparing the coefficient of xj on both sides of Equation (26) we dis-

cover that wj =
Cj,j

rj
for all j. This fact, along with Equation (26), is the key to proving

the following theorem.

Theorem 3.1. Let j be any positive integer. Define Cj,0 = 1 and Cj,N = 0 for 1 ≤ N ≤ j− 1.
Let {rn}∞

n=1 be a set of nonzero integers. Assume that Cj,N ≤ 0 for all j ≤ N. Then Cj+1,N ≤ 0
whenever j + 1 ≤ N.

Proof: Our proof involves two cases.

Case 1: Assume rj ≥ 1. Then (1 + wjxj)rj = (1 + ggxj)rj , and Equation (26) is
equivalent to

1 +
∞

∑
n=j+1

Cj+1,nxn = (1 + gjxj)−rj

[
1 +

∞

∑
n=j

Cj,nxn

]
.(27)
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Newton’s Binomial Theorem and (−x
k ) = (−1)k(x+k−1

k ) implies that

1 +
∞

∑
n=j+1

Cj+1,nxn =

[
1 +

∞

∑
k=1

(
−rj

k

)
(gjxj)k

] [
1 +

∞

∑
n=j

Cj,nxn

]

=

[
1 +

∞

∑
k=1

(−1)k
(

rj + k− 1
k

)
(gjxj)k

] [
1 +

∞

∑
n=j

Cj,nxn

]

=

[
1 +

∞

∑
k=1

(−1)k
(

rj + k− 1
k

)Ck
j,j

rk
j

xjk

] [
1 +

∞

∑
n=j

Cj,nxn

]
,

where the last equality uses the observation that wj = gj =
Cj.j
rj

.

If we compare the coefficient of xs on both sides of the previous equation we discover
that

Cj+1,s = ∑
n+jk=s

(−1)k (
rj+k−1

k )

rk
j

Ck
j,jCj,n.(28)

Equation (28) may be rewritten as

Cj+1,s = A + B,(29)

where

A := ∑
n+jk=s
n 6=0,j

(−1)k (
rj+k−1

k )

rk
j

Ck
j,jCj,n B :=

(
rj+

s
j−1
s
j

)

r
s
j
j

(−Cj,j)
s
j −

(
rj+

s
j−2

s
j−1

)

r
s
j−1
j

(−Cj,j)
s
j .

We begin by analyzing the structure of A. If rj ≥ 1, then
(

rj+(k−1)
k

)

rk
j

=
(rj+k−1)(rj+k−2)...rj

k!rk
j

is always positive. By hypothesis Cj,j ≤ 0 and Cj,n ≤ 0. Hence Ck
j,jCj,n is either zero or

has a sign of (−1)k+1. Therefore, (−1)k (
rj+k−1

k )
rk

j
Ck

j,jCj,n is either zero or has a sign of

(−1)k(−1)k+1 = −1.
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We now analyze the structure of B. Unless j is a multiple of s, B vanishes. So assume
s
j = k̂ where k̂ > 1. Then

B =
(

rj+k̂−1
k̂

)

rk̂
j

(−Cj.j)
k̂(−1)k̂−1

(
rj+k̂−2

k̂−1
)

rk̂−1
j

Ck̂
j,j

=
rj + k̂− 1

k̂

(
rj+k̂−2

k̂−1
)

rk̂
j

(−Cj,j)
k̂ + (−1)k̂−1

(
rj+k̂−2

k̂−1
)

rk̂−1
j

Ck̂
j,j

= (−1)k̂−1
(

rj+k̂−2
k̂−1

)

rk̂−1
j

Ck̂
j,j

[
−

rj + k̂− 1

rjk̂
+ 1

]

= (−1)k̂−1
(

rj+k̂−2
k̂−1

)

rk̂−1
j

Ck̂
j,j

[
−rj − k̂ + 1 + rjk̂

rjk̂

]

= (−1)k̂−1
(

rj+k̂−2
k̂−1

)

rk̂−1
j

Ck̂
j,j

[
(rj − 1)(k̂− 1)

rjk̂

]
(30)

If rj ≥ 1 then
(

rj+k̂−2

k̂−1
)

rk̂−1
j

is positive. By hypothesis Cj,j ≤ 0. Thus, the sign of Ck̂
j,j is either

(−1)k̂ or zero, and (−1)k̂−1 (
rj+k̂−2

k̂−1
)

rk̂−1
j

Ck̂
j,j is nonpositive. On the other hand, rj ≥ 1, with

k̂ > 1, implies that
(rj−1)(k̂−1)

rj k̂
is positive or zero. The representation of B provided by

Equation (30) shows that B is either zero or negative.

Case 2: Assume rj ≤ −1; that is rj is a negative integer which is represented as −|rj|,
and (1 + wjxj)rj = (1− hjxj)−|rj|. Equation (26) is equivalent to

1 +
∞

∑
n=j+1

Cj+1,nxn = (1− hjxj)|rj|
[

1 +
∞

∑
n=j

Cj,nxn

]

=

[
1 +

∞

∑
k=1

(
|rj|
k

)
(−hj)

kxjk

] [
1 +

∞

∑
n=j

Cj,nxn

]

=

1 +
∞

∑
k=1

(−1)k
(
|rj|
k

)(
Cj,j

|rj|

)k

xjk

 [1 +
∞

∑
n=j

Cj,nxn

]
,
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where the last equality follows from the fact that wj = −hj =
Cj.j
−|rj|

. If we compare the
coefficient of xs on both sides of the previous equation we find that

Cj+1,s = ∑
jk+n=s

(−1)k (
|rj|
k )

|rj|k
Cj,nCk

j,j.(31)

Equation (31) may be written as

Cj+1,s = A + B,(32)

where

A := ∑
n+jk=s
n 6=0,j

(−1)k (
|rj|
k )

|rj|k
Ck

j,jCj,n, B :=
(
|rj|

s
j
)

|rj|
s
j
(−Cj,j)

s
j + (−1)

s
j−1

(
|rj|
s
j−1)

|rj|
s
j−1

C
s
j
j,j.

Since |rj| is a positive integer,
(
|rj |
k
)

rk
j
≥ 0. By hypothesis Cj,nCk

j,j is the product of k + 1

nonpositive numbers and is either zero or has a sign of (−1)k+1. Thus (−1)kCj,nCk
j,j is

either zero or negative, and A is nonpositive.

It remains to show that B is also nonpositive. Notice that B only exists if s
j is a positive

integer, say s
j = k̂. Then B becomes

B = (−1)k̂
(|rj|

k̂

) Ck̂
j,j

|rj|k̂
+ (−1)k̂−1

( |rj|
k̂− 1

) Ck̂
j,j

|rj|k̂−1

= (−1)k̂ |rj|
k̂

(|rj| − 1

k̂− 1

) Ck̂
j,j

|rj|k̂
+ (−1)k̂−1

( |rj|
k̂− 1

) Ck̂
j,j

|rj|k̂−1
(33)

=
(−1)k̂−1

|rj|k̂−1
Ck̂

j,j

[
−1

k̂

(|rj| − 1

k̂− 1

)
+

( |rj|
k̂− 1

)]

=
(−1)k̂−1

|rj|k̂−1

(|rj| − 1

k̂− 1

)
Ck̂

j,j

[
−1

k̂
+

|rj|
|rj| − k̂ + 1

]

=
(−1)k̂−1

|rj|k̂−1

(|rj| − 1

k̂− 1

)
Ck̂

j,j

[
(|rj|+ 1)(k̂− 1)

k̂(|rj| − k̂ + 1)

]
.(34)

Since |rj| and k̂ are positive integers (
|rj|−1
k̂−1

) ≥ 0. By hypothesis Ck̂
j,j is either zero or has

a sign of (−1)k̂. Thus (−1)k̂−1

|rj|k̂−1 (
|rj|−1
k̂−1

)Ck̂
j,j is nonpositive. It remains to analyze the sign

of the rational expression inside the square bracket at (34). The sign of this expression
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depends only on the sign of |rj| − k̂− 1 since the other three factors are always nonneg-
ative. If |rj| − k̂ + 1 > 0, then |rj|+ 1 > k̂, and the rational expression is nonnegative.

If |rj|+ 1− k̂ < 0, then 1 ≤ |rj| < k̂− 1, which in turn implies that (
|rj|−1
k̂−1

) = 0. So once

again the quantity at (34) is nonpositive. Only one case remains, that of |rj|+ 1 = k̂.

Notice that 1 ≤ |rj| = k̂− 1. Then B = (−1)k̂−1 Ck̂
j,j

|rj|k̂−1 , a quantity which is either zero or

has a sign of (−1)k̂−1(−1)k̂ = −1. In all three cases we have shown that B is nonposi-
tive. �

If we use the notation of [3], we may transform Theorem 3.1 into a theorem about the
structure of the Cj+1,s. Define α = (j1, j2, . . . , jn) to be a vector with n components where
each component is a positive integer. Let λ = λ(α) be the length of α, i.e. λ = n. Let |α|
denote the sum of the components, namely |α| = ∑n

s=1 js. The symbol Cj,α represents
the expression Cj,j1Cj,j2 . . . Cj,jn . For example if α = (2, 3, 4, 3), then λ = 4, |α| = 12, and
Cj,(2,3,4,3) = Cj,2Cj,3Cj,4Cj,3 = Cj,2C2

j,3Cj,4.

Theorem 3.2. (Structure Property) Let j be a positive integer. Then

Cj+1,s = ∑
l
(−1)λ(α(l))−1|c(α(l), j, s)|Cj,α(l),(35)

where the sum is over all unordered sequences α(l) = (j1, j2, . . . jλ) such that |α(l)| = s
and at most one ji 6= j . The expression |c(α(l), j, s)| denotes a rational expression in terms
of j, s and |rj| which is nonnegative whenever |rj| is a positive integer. Furthermore, define
Cj,α(l) = Cj,j1Cj,j2 . . . Cj,jλ . If Cj,s ≤ 0 for all nonnegative integers j and all s ≥ j, Equation
(35) is equivalent to

Cj+1,s = −∑ |c(α(l), j, s)|
∣∣Cj,j1

∣∣ ∣∣Cj,j2

∣∣ · · · ∣∣Cj,jλ

∣∣ ,(36)

where the sum is over all unordered sequences α(l) = (j1, j2, . . . jλ) such that |α(l)| = s and at
most one ji 6= j .

Proof. If rj ≥ 1, we have Equation (29) which says Cj+1,s = A + B, where

A := ∑
n+jk=s
n 6=0,j

(−1)k (
rj+k−1

k )

rk
j

Cj,jCj,n, B :=
(

rj+
s
j−1
s
j

)

r
s
j
j

(−Cj,j)
s
j + (−1)

s
j−1

(
rj+

s
j−2
s
j

)

r
s
j
j − 1

C
s
j
j,j.

For A we represent Ck
j,jCj,n as Cj,α(l), and

(
rj+k−1

k
)

rk
j

as |c(α(l), j, s)|. Notice that (−1)k =

(−1)λ(α(l))−1. For B we combine via Equation (30), let Ck̂
j,j = Cj,α(l), and le |c(α(l), j, s)| =
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(
rj+k̂−2

k̂−1
)

rk̂−1
j

(rj−1)(k̂−1)
rj k̂

.

If rj ≤ −1, we have Equation (32) which says Cj+1,s = A + B, where

Ā := ∑
n+jk=s
n 6=0,j

(−1)k (
|rj|
k )

|rj|k
Cj,jCj,n, B :=

(
|rj|

s
j
)

|rj|
s
j
(−Cj,j)

s
j + (−1)

s
j−1

(
|rj|

s
j
)

|rj|
s
j − 1

C
s
j
j,j.

For A we represent Ck
j,jCj,n as Cj,α(l) and

(
|rj |
k
)

|rj|k
as |c(α(l), j, s)|. Notice that (−1)k =

(−1)λ(α(l))−1. For B we combine via Equation (34), let Ck̂
j,j = Bj,α(l), and |c(α(l), j, s)| =

(
|rj |−1

k̂−1
)

|rj|k̂−1

(|rj|+1)(k̂−1)
k̂(|rj|−k̂+1)

=
(k̂−1)(|rj|+1)(|rj|−1)(rj−2)...(|rj|−k̂+2)

|rj|k̂−1 k̂!
as long as |rj| 6= k̂ + 1. If |rj| =

k̂ + 1, then B = (−1)k̂−1 Ck̂
j,j

|rj|k̂−1 and Ck̂
j,j = Cj,α(l) while |c(α(l), j, s)| = 1

|rj|k̂−1 . �

If we take Equation (35) and iterate j times we discover that

Cj+1,s = ∑
l
(−1)λ(α(l))+1|c(α(l), j, s)|aα(l) = −∑

l
|c(α(l), j, s)||aj1 ||aj2 | . . . |ajλ |,(37)

where where the sum is over all α(l) = (j1, j2, . . . jλ) such that |α(l)| = s and |c(α(l), j, s)|
is a rational expression in j, s, and {|ri|}

j
i=1 which is nonnegative whenever |ri| is a pos-

itive integer.

If s = j + 1 Equation (37) becomes

Cj+1,j+1 = rj+1wj+1 = ∑
l
(−1)λ(α(l))+1|c(α(l), j)|aα(l)

= −∑
l
|c(α(l), j)||aj1 ||aj2 | . . . |ajλ |,(38)

where the sum is over all unordered sequences α(l) = (j1, j2, . . . jλ) such that |α(l)| =
j + 1. For {|ri|}

j+1
i=1 a set of positive integers, the coefficient |c(α(l), j)| is nonnegative. If

rj+1 ≥ 1, Equation (38) implies that wj+1 = gj+1 is negative. If rj+1 ≤ −1, Equation (38)
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implies that wj+1 = −hj+1 is positive. We explicitly list wi for 1 ≤ i ≤ 6.

w1 = (−1)0 1
r1

a1, w2 = (−1)1 r1 − 1
2r1r2

a2
1 + (−1)0 1

r2
a2

w3 = (−1)2 r2
1 − 1
3r2

1r3
a3

1 + (−1)1 1
r3

a1a2 + (−1)0 1
r3

a3

w4 = (−1)1 r2 − 1
2r2r4

a2
2 + (−1)2 1 + r1(2r2 − 1)

2r1r2r4
a2

1a2 + (−1)3−2r2 + 2r3
1r2 − r3

1 + 2r2
1 − r1

8r3
1r2r4

a4
1

+ (−1)1 1
r4

a1a3 + (−1)0 1
r4

a4

w5 = (−1)2 1
r5

a2
1a3 + (−1)1 1

r5
a2a3 + (−1)2 1

r5
a1a2

2 + (−1)3 1
r5

a3
1a2 + (−1)1 1

r5
a1a4

+ (−1)4 r4
1 − 1
5r4

1r5
a5

1 + (−1)0 1
r5

a5

w6 = (−1)2 1
r6

a2
1a4 + (−1)1 1

r6
a2a4 + (−1)1 r3 − 1

2r3r6
a2

3

+ (−1)3−r2
1 + 3r2

1r3 + 1
3r2

1r3r6
a3

1a3 + (−1)2 2r3 − 1
r3r6

a1a2a3

+ (−1)2 r2
2 − 1
3r2

2r6
a3

2 + (−1)3−r1r3 + 3r1r2
2r3 − r1r2

2 + r3

2r1r2
2r3r6

a2
1a2

2 + (−1)0 1
r6

a6

+ (−1)4 4r2
2 − 4r2

1r2
2 − 3r2

1r3 + 6r1r3 + 12r2
1r2

2r3 − 3r3

12r2
1r2

2r3r6
a4

1a2 + (−1)1 1
r6

a1a5

+ (−1)5 12r5
1r2

2r3 − 9r3
1r3 + 3r2

1r3 − 12r2
2r3 − 3r5

1r3 + 9r3r4
1 − 4r5

1r2
2 + 8r2

2r3
1 − 4r1r2

2

72r5
1r2

1r3r6
a6

1

4. Convergence Criteria For Integer Power Products

Let {rn}∞
n=1 be a set of nonzero integers. The structure of wj provided by Equation

(38) allows us to prove the following theorem.

Theorem 4.1. Let f (x) = 1 + ∑∞
n=1 anxn . Let {rn}∞

n=1 be a given set of nonzero integers.
Then f (x) has ZPPE

f (x) = 1 +
∞

∑
n=1

anxn =
∞

∏
n=1

(1 + wnxn)rn .(39)

Consider the auxiliary functions

C(x) = 1−
∞

∑
n=1
|an|xn =

∞

∏
n=1

(
1− sg(rn)Ŵnxn

)rn
,(40)
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M(x) = 1−
∞

∑
n=1

Mnxn =
∞

∏
n=1

(1− sg(rn)Enxn)rn .(41)

where sg(rn) is defined via Equation (14). Assume that |an| ≤ Mn for all n. Then |wn| ≤
Ŵn ≤ En for all n.

Proof: By Equation (38) we have

wn = ∑
l:|α(l)|=n

(−1)λ(α(l))+1|c(α(l), n)|aα(l) = ∑
l:|α(l)|=n

(−1)λ(α(l))+1|c(α(l), n)|aj1 aj2 . . . ajλ ,
(42)

Equation (42) implies that

|wn| =

∣∣∣∣∣∣ ∑
l:|α(l)|=n

(−1)λ(α(l)+1)|c(α(l), n)|aj1 aj2 . . . ajλ

∣∣∣∣∣∣ ≤ ∑
l:|α(l)|=n

|c(α(l), n)||aj1 ||aj2 | . . . |ajλ |.

(43)

Equation (38) when applied to Equation (40) implies that

0 ≤ Ŵn = ∑
l:|α(l)|=n

(−1)λ(α(l))|c(α(l), n)|(−|aj1 |)(−|aj2 |) . . . (−|ajλ |)

= ∑
l:|α(l)|=n

(−1)λ(2α(l))|c(α(l), n)|(|aj1 |)(|aj2 |) . . . (|ajλ |)

= ∑
l:|α(l)|=n

|c(α(l), n)||aj1 ||aj2 | . . . |ajλ |.(44)

Combining Equations (43) and (44) shows that |wn| ≤ Ŵn. Since |an| ≤ Mn we also
have

0 ≤ Ŵn = ∑
l:|α(l)|=n

|c(α(l), n)||aj1 ||aj2 | . . . |ajλ | ≤ ∑
l:|α(l)|=n

|c(α(l), n)|Mj1 Mj2 . . . Mjλ = En,

where the last equality follows from Equation (38). Thus Ŵn ≤ En. �

We now work with a particular case of M(x), namely

M(x) = 1−
∞

∑
n=1

snxn =
∞

∏
n=1

(1− sg(rn)Enxn)rn , s := sup
n≥1
|an|

1
n .(45)

We want to determine when the ZPPE of Equation (45) will absolutely convergent.
Recall that

log(1− sg(rn)Enxn)rn = rn log (1− sg(rn)Enxn) = −rn

∞

∑
l=1

(sg(rn)Enxn)l

l
.
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Then

log
∞

∏
n=1

(1− sg(rn)Enxn)rn =
∞

∑
n=1

rn log (1− sg(rn)Enxn) = −
∞

∑
n=1

rn

∞

∑
l=1

(sg(rn)Enxn)l

l
.

(46)

Equation (46) implies that if the double series is absolutely convergent, then both
∑∞

n=1 rn log (1− sg(rn)Enxn) and rn log (1− sg(rn)Enxn) are absolutely convergent. Fur-
thermore, the absolute convergence of the double series implies the absolute conver-
gence of ∏∞

n=1 (1− sg(rn)Enxn)rn since

e∑∞
n=1 rn log(1−sg(rn)Enxn) = e∑∞

n=1 log(1−sg(rn)Enxn)rn
=

∞

∏
n=1

(1− sg(rn)Enxn)rn .

Thus it suffices to investigate the absolute convergence of ∑∞
n=1 rn log (1− sg(rn)Enxn).

If we take the logarithm of Equation (45) we find that

∞

∑
n=1

rn log (1− sg(rn)Enxn) = log

(
1−

∞

∑
n=1

snxn

)
.(47)

Now

1−
∞

∑
n=1

snxn = 1− sx
∞

∑
n=0

(sx)n = 1− sx
1− sx

=
1− 2sx
1− sx

.

Therefore,

log
(

1− 2sx
1− sx

)
= log(1− 2sx)− log(1− sx)

= −
∞

∑
n=1

(2sx)n

n
+

∞

∑
n=1

(sx)n

n
=

∞

∑
n=1

1− 2n

n
(sx)n.

By the Ratio Test we know that ∑∞
n=1

1−2n

n (sx)n absolutely converges whenever

limn→∞

∣∣∣ n(1−2n+1)
(n+1)(1−2n)

∣∣∣ |sx| < 1. This is ensured by requiring |x| < 1
2s .

We have shown that ∑∞
n=1 rn log (1− sg(rn)Enxn), and thus ∏∞

n=1 (1− sg(rn)Enxn)rnwill
be absolutely convergent whenever |x| < 1

2s . We claim this information provides a
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lower bound on the range of absolute convergence for the ZPPE of Equation (39) since∣∣∣∣∣log
∞

∏
n=1

(1 + wnxn)rn

∣∣∣∣∣ =
∣∣∣∣∣ ∞

∑
n=1

rn log(1 + wnxn)

∣∣∣∣∣ ≤ ∞

∑
n=1
|rn| |log(1 + wnxn)|

=
∞

∑
n=1
|rn|

∣∣∣∣∣ ∞

∑
k=1

(−1)k−1(wnxn)k

k

∣∣∣∣∣ ≤ ∞

∑
n=1
|rn|

∞

∑
k=1

(|wn||x|n)k

k

≤
∞

∑
n=1

∞

∑
k=1
|rn|

(En|x|n)k

k
,

where the last inequality follows by Theorem 4.1. These calculations implies that if

∑∞
n=1 ∑∞

k=1 rn
(sg(rn)Enxn)k

k , and hence ∑∞
n=1 rn log (1− sg(rn)Enxn), are absolutely conver-

gent, then ∑∞
n=1 rn log(1 + wnxn) and ∏∞

n=1(1 + wnxn)rn will also be absolutely conver-
gent. We summarize our conclusions in the following theorem.

Theorem 4.2. Let f (x) = 1 + ∑∞
n=1 anxn. Let {rn}∞

n=1 be a given set of nonzero integers.
Define s := supn≥1 |an|

1
n . Then both f (x) and its ZPPE,

f (x) = 1 +
∞

∑
n=1

anxn =
∞

∏
n=1

(1 + wnxn)rn ,

and the auxiliary function, along with its ZPPE,

M(x) = 1−
∞

∑
n=1

snxn =
∞

∏
n=1

(1− sg(rn)Enxn)rn ,(48)

will be absolutely convergent whenever |x| < 1
2s .

We now provide an asymptotic estimate for the majorizing GIPPE of Equation (48).

Theorem 4.3. Let f (x) = 1−∑∞
n=1 snxn = 1−2sx

1−sx where s > 0. Let {rn}∞
n=1 be a sequence

of nonzero integers. For this particular f (x) and its associated ZPPE ∏∞
n=1(1 + wnxn)rn we

have

(49) rnwn ∼
(1− 2n)sn

n
, n→ ∞.

To prove Theorem 4.3 we need the following lemma.

Lemma 4.4. Let f (x) = 1−∑∞
n=1 snxn = 1−2sx

1−sx where s > 0. Let {rn}∞
n=1 be a sequence of

nonzero integers. For this particular f (x) and its associated ZPPE ∏∞
n=1(1 + wnxn)rn there

exists α with 1 < α < 2 such that

m|rm| |wm| ≤ α2msm.(50)

Proof: A straightforward calculation shows that m|rm||wm|
(2s)m ≤ 1.691 whenever 1 ≤ m ≤

30. To prove Equation (50) for arbitrary m assume inductively that j|rj|
∣∣wj
∣∣ ≤ α2jsj is
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true for 1 ≤ j < m. Our analysis shows that we may assume m ≥ 16. Take Equation
(24) and write it as

(51) mDm + ∑
n|m

n 6= m

(−1)
m
n nrnw

m
n

n = mrmwm.

Since f (x) = 1−∑∞
n=1 snxn = 1−2sx

1−sx ,

log f (x) = log
(

1− 2sx
1− sx

)
=

∞

∑
k=1

−(2k − 1)sk

k
xk =

∞

∑
m=1

Dmxm,

and we deduce that that Dm = −(2s)m(1−2−m)
m .

Take Equation (51) and write it as

m [Dm + T1 + T2 + T3 + T4 + T5 + T6 + T7 + ∆] = mrmwm,

where

Tj :=
(−1)

m
j jrj

m
(wj)

m
j , 1 ≤ j ≤ 7, ∆ :=

1
m ∑

n|m
m
2 ≥n≥8

(−1)
m
n nrnw

m
n
n .

The range of summation of ∆ implies that m ≥ 16. In order to prove Equation (50) it
suffices to show that

m|rm||wm|
(2s)m =

m
(2s)m |Dm + T1 + T2 + T3 + T4 + T5 + T6 + T7 + ∆|

≤ m
(2s)m [|Dm|+ |T1|+ |T2|+ |T3|+ |T4|+ |T5|+ |T6|+ |T7|+ |∆|] < 2,(52)

whenever m ≥ 16. We must approximate m
(2s)m |Dm|, m

(2s)m |Tj| for 1 ≤ j ≤ 7, and m
(2s)m |∆|.

Begin with m
(2s)m |Dm| and observe that

m
(2s)m |Dm| =

m
(2s)m ·

(2s)m(1− 2−m)

m
< 1.(53)
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We now work with m
(2s)m |Tj|. Take the formulas for wj provided at the end of previous

section, let ai = −si, and simplify the results to find that

w1 = − s
r1

w2 = − s2(3r1 − 1)
2r1r2

w3 = −
s3(7r2

1 − 1)
3r2

1r3
w7 = −

s7(127r6
1 − 1)

7r6
1r7

w4 = −
s4(−9r3

1 + 30r3
1r2 + 6r2

1 − 2r2 − r1)

8r3
1r2r4

w5 = −
s5(31r4

1 − 1)
5r4

1r5

w6 = −
s6(−4r1r2

2 − 12r2
2r3 + 3r2

1r3 + 56r2
2r3

1 + 81r3r4
1 + 756r5

1r2
2r3 − 196r5

1r2
2 − 81r5

1r3 − 27r3
1r3)

72r5
1r2

2r3r6
.

We use this data to approximate m
(2s)m |Tj| for 1 ≤ j ≤ 7. When doing the approxima-

tions recall that rj is a nonzero integer for all j and that m ≥ 16.

m
(2s)m |T1| =

|r1|
(2s)m

(
s
|r1|

)m
=

1
2(2|r1|)m−1 ≤

1
2m ≤

1
216 ≤ 0.000016(54)

m
(2s)m |T2| =

2|r2|
4

m
2

∣∣∣∣3r1 − 1
2r1r2

∣∣∣∣
m
2
= 2|r2|

∣∣∣∣3r1 − 1
8r1r2

∣∣∣∣ ∣∣∣∣3r1 − 1
8r1r2

∣∣∣∣
m
2 −1

=

∣∣∣∣3r1 − 1
4r1

∣∣∣∣ ∣∣∣∣3r1 − 1
8r1r2

∣∣∣∣
m
2 −1

≤
(

3
4
+

1
4|r1|

)(
3 + |r1|−1

8|r2|

)m
2 −1

≤
(

1
2

) 16
2 −1

≤
(

1
2

)7

= .0078125(55)

When approximating m
(2s)m |T3| use the fact that T3 = 0 if 3 - m.

m
(2s)m |T3| =

3|r3|
2m

∣∣∣∣∣7r2
1 − 1

3r2
1r3

∣∣∣∣∣
m
3

=
3|r3|
8

m
3

∣∣∣∣∣7r2
1 − 1

3r2
1r3

∣∣∣∣∣
m
3

= 3|r3|
∣∣∣∣∣7r2

1 − 1
24r2

1r3

∣∣∣∣∣
m
3

=

∣∣∣∣∣7r2
1 − 1
8r2

1

∣∣∣∣∣
∣∣∣∣∣7r2

1 − 1
24r2

1r3

∣∣∣∣∣
m
3 −1

≤ 7
8

(
8

24

)m
3 −1

≤ 7
8

(
1
3

) 18
3 −1

=
7
8

(
1
3

)5

≤ 0.00361(56)

m
(2s)m |T4| =

4|r4|
(24)

m
4

∣∣∣∣∣−9r3
1 + 30r3

1r2 + 6r2
1 − 2r2 − r1

8r3
1r2r4

∣∣∣∣∣
m
4
= 4|r4|

∣∣∣∣∣−9r3
1 + 30r3

1r2 + 6r2
1 − 2r2 − r1

27r3
1r2r4

∣∣∣∣∣
m
4

=

∣∣∣∣∣−9r3
1 + 30r3

1r2 + 6r2
1 − 2r2 − r1

25r3
1r2

∣∣∣∣∣
∣∣∣∣∣−9r3

1 + 30r3
1r2 + 6r2

1 − 2r2 − r1

27r3
1r2r4

∣∣∣∣∣
m
4 −1

≤ 48
25

(
48
27

)m
4 −1

≤ 3
2

(
3
8

) 16
4 −1

=
3
2

(
3
8

)3

≤ 0.08

(57)



COMBINATORIAL ANALYSIS OF INTEGER POWER PRODUCT EXPANSIONS 21

When approximating m
(2s)m |T5| use the fact that T5 = 0 if 5 - m.

m
(2s)m |T5| =

5|r5|
(25)

m
5

∣∣∣∣∣31r4
1 − 1

5r4
1r5

∣∣∣∣∣
m
5

= 5|r5|
∣∣∣∣∣31r4

1 − 1
255r4

1r5

∣∣∣∣∣
m
5
=

∣∣∣∣∣31r4
1 − 1

25r4
1

∣∣∣∣∣
∣∣∣∣∣31r4

1 − 1
255r4

1r5

∣∣∣∣∣
m
5 −1

≤ 31
32

(
32

160

)m
5 −1

≤ 31
32

(
32

160

) 20
5 −1

=
31
32

(
32

160

)3

= 0.00775(58)

When approximating m
(2s)m |T6| use the fact that T6 = 0 if 6 - m.

m
(2s)m |T6| =

6|r6|
(26)

m
6

∣∣∣∣∣−4r1r2
2 − 12r2

2r3 + 3r2
1r3 + 56r2

2r3
1 + 81r3r4

1 + 756r5
1r2

2r3 − 196r5
1r2

2 − 81r5
1r3 − 27r3

1r3

72r5
1r2

2r3r6

∣∣∣∣∣
m
6

= 6|r6|
∣∣∣∣∣−4r1r2

2 − 12r2
2r3 + 3r2

1r3 + 56r2
2r3

1 + 81r3r4
1 + 756r5

1r2
2r3 − 196r5

1r2
2 − 81r5

1r3 − 27r3
1r3

3229r5
1r2

2r3r6

∣∣∣∣∣
m
6

=

∣∣∣∣∣−4r1r2
2 − 12r2

2r3 + 3r2
1r3 + 56r2

2r3
1 + 81r3r4

1 + 756r5
1r2

2r3 − 196r5
1r2

2 − 81r5
1r3 − 27r3

1r3

3128r5
1r2

2r3

∣∣∣∣∣ ∗∣∣∣∣∣−4r1r2
2 − 12r2

2r3 + 3r2
1r3 + 56r2

2r3
1 + 81r3r4

1 + 756r5
1r2

2r3 − 196r5
1r2

2 − 81r5
1r3 − 27r3

1r3

3229r5
1r2

2r3r6

∣∣∣∣∣
m
6 −1

≤ 1216
3128

(
1216
3229

) 18
6 −1

≤ 0.111

(59)

When approximating m
(2s)m |T7| use the fact that T7 = 0 if 7 - m.

m
(2s)m |T7| =

7|r7|
(27)

m
7

∣∣∣∣∣127r6
1 − 1

7r6
1r7

∣∣∣∣∣
m
7

= 7|r7|
∣∣∣∣∣127r6

1 − 1
277r6

1r7

∣∣∣∣∣
m
7
=

∣∣∣∣∣127r6
1 − 1

27r6
1

∣∣∣∣∣
∣∣∣∣∣127r6

1 − 1
277r6

1r7

∣∣∣∣∣
m
7 −1

=
127
27

(
128

7127r7

)m
7 −1

≤ 127
27

(
128
7127

) 21
7 −1

=
127
27

(
128
7127

)2

≤ 0.021(60)
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It remains to approximate m
(2s)m |∆|. Here is where we make use of the induction

hypothesis. We also use the fact the m
2 ≥ n implies m

n ≥ 2. By definition we have

m
(2s)m |∆| ≤

1
(2s)m ∑

n|m
m
2 ≥n≥8

n|rn||wn|
m
n ≤ 1

(2s)m ∑
n|m

m
2 ≥n≥8

n|rn|
(

α2nsn

n|rn|

)m
n

= α ∑
n|m

m
2 ≥n≥8

n|rn|
α

(
1

n|rn|
α

)m
n

= α ∑
n|m

m
2 ≥n≥8

(
α

n|rn|

)m
n−1

≤ α ∑
n|m

m
2 ≥n≥8

(α

n

)m
n−1
≤ α ∑

n|m
m
2 ≥n≥8

(α

8

)m
n−1

≤ α ∑
m
n≥2

(α

8

)m
n−1

= α

[ α
8

1− α
8

]
= α

[
α

8− α

]
≤ α

[
2

8− 2

]
=

α

3
≤ 2

3
(61)

We now take Equations (53) through Equation (61) and place them in
m|rm||wm|

(2s)m ≤ m
(2s)m [|Dm|+ |T1|+ |T2|+ |T3|+ |T4|+ |T5|+ |T6|+ |T7|+ |∆|] to find that

m|rm||wm|
(2s)m ≤ m

(2s)m [|Dm|+ |T1|+ |T2|+ |T3|+ |T4|+ |T5|+ |T6|+ |T7|+ |∆|]

≤ 1 + 0.000016 + 0.0078125 + 0.00361 + 0.08 + 0.00775 + 0.111 + 0.021 +
2
3

≤ 1.9 < 2.

Equation (52) is valid and our proof is complete. �

Proof of Theorem 4.3: Equation (24) implies that

krkwk = kDk + (−1)kr1wk
1 + ∑

n|k
k
2≥n≥2

(−1)
k
n nrnw

k
n
n .(62)

For f (x) = 1−∑∞
n=1 snxn we have Dk = −(2s)k(1−2−k)

k . Thus Equation (62) is equiva-
lent to

krkwk = −(2s)k(1− 2−k) + (−1)kr1

(
− s

r1

)k
+ ∑

n|k
k
2≥n≥2

(−1)
k
n nrnw

k
n
n .(63)

Define
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T1 := (−2k + 1)sk, T2 := r1

(
s1

r1

)k
, ∆ := ∑

n|k
k
2≥n≥2

(−1)
k
n nrnw

k
n
n .

Equation (63) becomes krkwk = T1 + T2 + ∆. Lemma 4.4 implies there exist α with
1 < α < 2 such that

n |wn| ≤ n|rn| |wn| ≤ α2nsn.(64)

By definition

|∆| =

∣∣∣∣∣∣∣ ∑
n|k

k>n>1

(−1)
k
n nrnw

k
n
n

∣∣∣∣∣∣∣ ≤ ∑
n|k

k
2≥n≥2

n|rn||wn|
k
n ≤ ∑

n|k
k
2≥n≥2

n|rn|
[

α2nsn

n|rn|

] k
n

= α(2s)k ∑
n|k

k
2≥n≥2

(
n|rn|

α

)
1(

n|rn|
α

) k
n
= α(2s)k ∑

n|k
k
2≥n≥2

1(
n|rn|

α

) k
n−1

≤ α(2s)k ∑
n|k

k
2≥n≥2

1(n
α

) k
n−1
≤ α(2s)k ∑

k
2≥n≥2

1(n
α

) k
n−1

= α(2s)k

 1( 2
α

) k
2−1

+
2α

k
+ ∑

k
3≥n≥3

1(n
α

) k
n−1


≤ α(2s)k

 1( 2
α

) k
2−1

+
2α

k
+ ∑

k
3≥n≥3

1(n
2

) k
n−1

 ,(65)

where the last equality reflects the fact that 1
2 < 1

α < 1.

Define M := ∑ k
3≥n≥3

1

( n
2 )

k
n−1

=
1(3

2

) k
3−1

+
1(

4
2

) k
4−1

+
1(5

2

) k
5−1

+ ∑ k
3≥n≥6

1

( n
2 )

k
n−1

and

b(n, k) := −log[
(n

2

) k
n−1

] = −( k
n − 1)logn

2 . Then

(66)
∂b(n, k)

∂n
=

k
n2 log

n
2
− 1

n
(

k
n
− 1) =

k
n

[
1
n
[log

n
2
− 1] +

1
k

]
> 0, n ≥ 6

Equation (66) shows that b(n, k) is increasing in n whenever n ≥ 6 . Hence

b(n, k) < b(
k
3

, k) = −(3− 1)log
(

k
6

)
= −2log

(
k
6

)
,
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and each term in ∑ k
3≥n≥6

1

( n
2 )

k
n−1

satisfies eb(n,k) ≤ e−2log( k
3 ) = 36

k2 . Therefore

∑
k
3≥n≥3

1(n
2

) k
n−1

≤ 1(3
2

) k
3−1

+
1(

4
2

) k
4−1

+
1(5

2

) k
5−1

+ ∑
k
3≥n≥6

36
k2

≤ 1(3
2

) k
3−1

+
1(

4
2

) k
4−1

+
1(5

2

) k
5−1

+ k
36
k2

=
1(3

2

) k
3−1

+
1(

4
2

) k
4−1

+
1(5

2

) k
5−1

+
36
k

.(67)

These calculations imply that limk→∞ M = 0 . By combining Equation (65) with Equa-
tion (67) we deduce that Th

lim
k→∞

∣∣∣∣ ∆
(−2k + 1)sk

∣∣∣∣ = lim
k→∞

|∆|
|(−1 + 2−k)|(2s)k

= lim
k→∞

α(2s)k

|(−1 + 2−k)|(2s)k

 1( 2
α

) k+1
2 −1

+
2α

k
+ M

 = 0.

Hence limk→∞
∆

(−2k+1)sk = 0.
We return to Equation (63) and observe that

rkwk =
T1

k
+

T2

k
+

∆
k

=
(−2k + 1)sk

k
+

r1

(
s
r1

)k

k
+

∆
k

=
(−2k + 1)sk

k

[
1− 1

rk−1
1 (−2k + 1)

− ∆
(−2k + 1)sk

]

=
(−2k + 1)sk

k
[1 + o(1)] = kDk [1 + o(1)] . �

Remark 4.5. Theorem 4.3 provides an asymptotic bound for the weights assigned to underlying
colored multi-set of Equation (18).

The authors thank the referees for their careful reading of the paper and thoughtful
suggestions regarding improvement of the exposition.
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