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Abstract. We show that the Jacobian of a certain Artin-Schreier curve over
the field \( F_p \) has a a 1-dimensional formal summand of height \((p-1)f\) for any
positive integer \( f \). We give two proofs, the classical one which was known to
Manin in 1963 and which requires knowledge of the zeta function of the curve,
and a new simpler one using methods of Honda. This is the first step toward
constructing the cohomology theories indicated in the title.

1. Introduction

A starting point for elliptic cohomology is a homomorphism \( \varphi \) from a cobordism
ring to some ring \( R \), which is often called an \( R \)-valued genus. When the cobordism
theory is \( MU_* \), we know by Quillen’s theorem [Qui69] that \( \varphi \) is equivalent to a
1-dimensional formal group law over \( R \). It is also known that the functor
\[ X \mapsto MU_*(X) \otimes \varphi R \]
is a homology theory if \( \varphi \) satisfies certain conditions spelled out in Landweber’s
Exact Functor Theorem [Lan76].

Now suppose \( E \) is an elliptic curve defined over \( R \). It is a 1-dimensional algebraic
group, and choosing a local parameter at the identity leads to a formal group law
\( \hat{E} \), the formal completion of \( E \). Thus we can apply the machinery above and get
an \( R \)-valued genus.

For example, the Jacobi quartic, defined by the equation
\[ y^2 = 1 - 2\delta x^2 + cx^4, \]
is an elliptic curve over the ring
\[ R = \mathbb{Z}[1/2, \delta, c]. \]
The resulting formal group law is the power series expansion of
\[ F(x, y) = \frac{x\sqrt{1 - 2\delta y^2 + cy^4 + y\sqrt{1 - 2\delta x^2 + cx^4}}}{1 - cx^2y^2}; \]
this calculation is originally due to Euler. The resulting genus is known to satisfy
Landweber’s conditions [LRS95], and this leads to one definition of elliptic coho-
mology.

The rich structure of elliptic curves leads to interesting calculations with the
cohomology theory and to the theory of topological modular forms due to Hopkins
et al. [HM] and [AHS01]. In [HM] they consider the elliptic curve defined by the
Weierstrass equation
\[ y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6. \]
Under the affine coordinate change
\[ x \mapsto x + r \quad \text{and} \quad y \mapsto y + sx + t \]
\[ Date: \text{March 22, 2007.} \]
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we get

\[
\begin{align*}
& a_6 \mapsto a_6 + a_4 r + a_3 t + a_2 r^2 + a_1 r t + t^2 - r^3, \\
& a_4 \mapsto a_4 + a_3 s + 2 a_2 r + a_1 (r s + t) + 2 s t - 3 r^2, \\
& a_3 \mapsto a_3 + a_1 r + 2 t, \\
& a_2 \mapsto a_2 + a_1 s - 3 r + s^2, \\
& a_1 \mapsto a_1 + 2 s.
\end{align*}
\]

(1.1)

This can be used to define an action of the affine group on the ring

\[ A = \mathbb{Z}[a_1, a_2, a_3, a_4, a_6]. \]

Its cohomology is the $E_2$-term of a spectral sequence converging to the homotopy of $\text{tmf}$, the spectrum representing topological modular forms.

However it is known that the formal group law associated with an elliptic curve over a finite field can have height at most 2; see Corollary 2.4 below. Hence elliptic cohomology cannot give us any information about $v_n$-periodic phenomena for $n > 2$.

The purpose of this paper is to suggest a way to construct similar cohomology theories that go deeper into the chromatic tower. Suppose we have an algebraic curve $C$ of genus $g$. Then its Jacobian $\text{Jac}(C)$ is an abelian variety of dimension $g$. $\text{Jac}(C)$ has a formal completion $\hat{\text{Jac}}(C)$ which is a $g$-dimensional formal group. If $\hat{\text{Jac}}(C)$ has a 1-dimensional summand, then Quillen’s theorem gives us a genus associated with the curve $C$. A result in this direction is the following.

**Theorem 1.2.** Let $C(p, f)$ be the Artin-Schreier curve over $\mathbb{F}_p$ defined by

\[ y^e = x^p - x \quad \text{where } e = p^f - 1 \]

for a positive integer $f$. Then the Jacobian $\text{Jac}(p, f)$ of this curve (possibly after extension of scalars) has a 1-dimensional formal summand of height $(p - 1)f$.

This result was stated by Manin in [Man63]. The case $f = 1$ was treated by Gorbunov and Mahowald in [GM00]. Most of what is needed for the proof can be found in Katz’s 1979 Bombay Colloquium paper [Kat81]. Koblitz’ Hanoi notes [Kob80] covers much of the same material in a less formal way. In §2 we will sketch the original proof since some of the ideas behind it will be needed later. In §3 we will give a new proof using some methods developed by Honda. It has the advantage of being both simpler and more flexible than the classical proof. In a future paper we will use it to explore deformations of the Artin-Schreier curve and changes of coordinates leading to formulae analogous to (1.1).

It is a pleasure to thank the Isaac Newton Institute for their generous hospitality during the preparation of this paper, and to thank Neil Strickland, Spencer Bloch and Mike Hopkins for helpful conversations.

2. The classical proof of Theorem 1.2

An important tool in studying commutative formal groups in characteristic $p$ is the theory of Dieudonné modules.

**Theorem 2.1.** [Die55] The category of commutative formal groups over a finite field $k$ is equivalent to the category of modules over the ring

\[ D(k) = W(k)(F, V)/(FV = VF = p) \]

where $W(k)$ is the ring of Witt vectors over $k$, $w \mapsto w^\sigma$ is its Frobenius automorphism, $Fw = w^\sigma F$ and $Vw^\sigma = wV$ for $w \in W(k)$. $F$ is the Frobenius or $p$th power map, and $V$ is the Verschwind, the dual of $F$. 
A $\mathbf{W}(k)$-module equipped with an action of such an $F$ is called an $F$-crystal, and a similar module over $\mathbf{Q} \otimes \mathbf{W}(k)$ is called an $F$-isocrystal. $D(k)$ is the endomorphism ring of a certain projective object $P$ in the category of commutative formal groups, and the Dieudonné module $D(G)$ of a formal group $G$ is group of homomorphisms from $P$ to $G$. There is also a contravariant Dieudonné module $D^*(G)$ defined as the set of morphisms from $G$ to a certain injective object $I$ also having $D(k)$ as its endomorphism ring. See Hazewinkel [Haz78] for more information.

Here are some examples.

• The Dieudonné module for the formal group associated with the $n$th Morava K-theory is $D(F_p)/\langle V - F^{n-1} \rangle$, so in it we have $F^n = p$.

• More generally, for $m$ and $n$ relatively prime, let $G_{m,n} = D(k)/\langle V^m - F^n \rangle$. It corresponds to an $m$-dimensional formal group of height $m + n$.

**Theorem 2.2.** [Dieudonné [Die57]]

(i) **Structure theorem.** Any simple Dieudonné module $M$ is isogenous over $\mathbf{W}(\mathbb{F}_p)$ to some $G_{m,n}$. (This means there is a map $M \rightarrow G_{m,n}$ with finite kernel and cokernel.)

(ii) Let the characteristic polynomial for $F$ in $M$ be

$$Q(T) = T^m + \sum_{i>0} c_i T^{m-i}$$

for $c_i \in \mathbf{W}(k)$. If its Newton polygon has a line segment of horizontal length $n$ and slope $j/n$, then up to isogeny over $\mathbf{W}(\mathbb{k})$, $M$ has a summand of the form $G_{j,n-j}$.

The Newton polygon is the lower convex hull of the set of points

$$\{(i, \text{ord}_p(c_i)) : 0 \leq i \leq m\},$$

where $c_0 = 1$. The condition on $Q(T)$ above is equivalent to the existence of $n$ roots having $p$-adic valuation $j/n$. For more information, see [Kob80, pp. 19–23].

There are severe restrictions on the formal group attached to an abelian variety, as the following result indicates.

**Theorem 2.3.**

(i) [Manin [Man63]] **Riemann symmetry condition.** If $A$ is an abelian variety with formal completion $\widehat{A}$, and its Dieudonné module $D(\widehat{A})$ has a summand $G_{m,n}$ up to isogeny over $\mathbf{W}(\mathbb{F}_p)$, then it also has a summand $G_{n,m}$.

(ii) [Tate [Tat66]] More precisely, if $A$ has dimension $g$ and is defined over $\mathbf{F}_q$ with $q = p^a$, then the characteristic polynomial for $F^a$ has the form

$$Q_a(T) = T^{2g} + \sum_{0<i<2g} c_i T^{2g-i} + q^g$$

with $c_i \in \mathbb{Z}$, and

$$Q_a \left( \frac{q^g}{T} \right) = \frac{q^g Q_a(T)}{T^{2g}},$$

so $c_{g+i} = q^i c_{g-i}$ for $0 < i < g$. (The Newton polygon for $Q(T)$ is determined by that of $Q_a(T)$.)

(iii) [Honda [Hon68]] **Classification of abelian varieties up to isogeny over $\mathbf{F}_q$.** There is a one-to-one correspondence between isogeny classes of abelian varieties over $\mathbf{F}_q$ and polynomials of the above form, all of whose roots have absolute value $\sqrt{q}$. 

Corollary 2.4.

(i) For an elliptic curve $C$, either
\[ D(\hat{C}) \cong G_{0,1} \oplus G_{1,0}. \]
(the ordinary height 1 case) or
\[ D(\hat{C}) \cong G_{1,1}, \]
(the supersingular height 2 case), up to isogeny over $W(F_p)$.

(ii) If an abelian variety $A$ has a 1-dimensional formal summand of height $n$ for $n > 2$, then the dimension of $A$ is at least $n$.

The key to finding the Dieudonné module of the formal completion of the Jacobian of a curve $C$ is the following fortunate isomorphism.

Theorem 2.5. [Grothendieck, Berthelot] Let $C$ be a smooth curve of genus $g$ over $F_q$, where $q = p^a$. Then its crystalline (or de Rham) $H^1$ is a free $W(F_q)$-module of rank $2g$ isomorphic to the contravariant Dieudonné module of its Jacobian $D^*(\hat{J}(C))$, with the induced action of the Frobenius $\tilde{F}$ relative to $F_q$ coinciding with the action of $F^a$.

This result is originally due to Grothendieck in 1966. A proof can be found in [MM74, Appendix 2] and in [Ill79]. The crystalline cohomology of $C$ is the same as the de Rham cohomology of a lifting of $C$ to characteristic 0, i.e., from $F_q$ to $W(F_q)$. For the curve $C(p,f)$, this $H^1$ is the free $\mathbb{Z}_p$-module with basis
\[ \{ \omega_{i,j} = \frac{x^i y^j dx}{y^{e-1}} : 0 \leq i \leq p-2, 0 \leq j \leq e-2 \}, \]
the genus of the curve being $g = (p-1)(e-1)/2$. This can be derived from the fact that the curve is a $d$-fold branched cover of the projective line with $p+1$ branch points. We will have occasion to extend scalars in the ground field, in which case $H^1$ gets tensored with the appropriate ring of Witt vectors. The space of holomorphic 1-forms on $C(p,f)$ is spanned by
\[ \{ \omega_{i,j} : ei + pj < (e-1)(p-1) - 1 \}. \]

This space is isomorphic to the cotangent space of the Jacobian. We will need it later in an alternate proof of Theorem 1.2.

At this point is useful to state the Weil conjectures, although we will only need them in the case of algebraic curves. Given a smooth $d$-dimensional variety $X$ over $F_q$, its ZETA FUNCTION is defined by
\[ Z(X,T) = \exp \left( \sum_{n>0} |X(F_{q^n})| \frac{T^n}{n} \right). \]
where $|X(F_{q^n})|$ denotes the number of points of $X$ defined over $F_{q^n}$. The following statements were conjectured by Weil in 1949 [Wei49] and proved by the indicated authors. Expository accounts have been given by Katz [Kat76] and Mazur [Maz75].

Theorem 2.7.

(i) (Dwork [Dwo60]) $Z(X,T)$ is a rational function of $T$.

(ii) $Z(X,T)$ satisfies a functional equation
\[ Z \left( X, \frac{1}{q^d T} \right) = \pm q^{d\chi/2} T^\chi Z(X,T), \]
where $\chi$ denotes the Euler-Poincaré characteristic of $X$. 
(iii) (Artin, Grothendieck et al, [SGA73], [Gro95], [Gro77] and Lubkin [Lub68])

More precisely,

\[ Z(X, T) = \frac{P_1(T)P_2(T) \cdots P_{2d-1}(T)}{P_0(T)P_2(T) \cdots P_{2d}(T)} \]

where \( P_0(T) = 1 - T, \quad P_2(T) = 1 - q^2T, \) and for \( 0 < i < 2d, \) \( P_i(T) \) is a polynomial whose degree is the rank of \( H^i(X) \) suitably defined.

(iv) **Riemann Hypothesis in characteristic \( p. \)** (Deligne [Del74] and [Del80])

Each reciprocal root of \( P_i(T) \) has absolute value \( q^{i/2}. \)

(v) If \( X \) is the reduction of a variety \( \overline{X} \) defined over a number field \( K, \)

\[ P_1(T) = \det(1 - T \tilde{F}|H^i(\overline{X}(C))) \]

where \( \tilde{F} \) is the Frobenius relative to \( F_q. \) In particular the degree of \( P_i(T) \)

is the rank of \( H^i(\overline{X}(C)), \) the \( i \)th Betti number of \( \overline{X}. \) Hence (ii) follows from

an analog of the Lefschetz fixed point formula.

The formula (iii) follows from an analog of the Lefschetz Fixed Point Theorem once one has defined a cohomology theory for varieties in characteristic \( p \) with suitable properties. These statements were proved for curves by Weil in [Wei48]. If \( X \) is a smooth curve of genus \( g, \)

\[ Z(X, T) = \frac{P_1(T)}{(1 - T)(1 - qT)}, \]

where the factors \( (1 - T)^{-1} \) and \( (1 - qT)^{-1} \) correspond to \( H^0 \) and \( H^2. \) \( P_1(T), \) which

corresponds to \( H^1, \) has degree \( 2g \) with

\[ P_1(T) = 1 + \sum_{0 < i < 2g} c_iT^i + q^gT^{2g}, \]

and \( Q_a(T) = T^{2g}P_1(1/T) \) is the characteristic polynomial of \( \tilde{F} = F^a \) in \( D(\tilde{J}(X)). \)

The coefficients \( c_i \) are the same as those in Theorem 2.3. The functional equation (ii) implies the relations among the \( c_i \) given there.

In other words, the zeta function of a curve determines the formal completion of its Jacobian in an explicit way.

Now suppose \( X \) is acted on by a finite group \( G \) and let \( \rho \) be a representation of \( G \) over a number field \( K \) with enough roots of unity. Define

\[ L(X, \rho, T) = \exp \left( \frac{1}{|G|} \sum_{\gamma \in G} \text{Tr}(\rho(\gamma)) \sum_{n > 0} C_n^\gamma T_n \frac{T^n}{n} \right), \]

where \( C_n^\gamma \) is the number of points in \( x \) in \( X(\mathbb{F}_q) \) satisfying \( \gamma(x) = \tilde{F}^n(x). \)

Observe that if the action of \( G \) on \( X \) is trivial, and \( \rho \) is irreducible, then

\[ L(X, \rho, T) \quad \text{=} \quad \exp \left( \frac{1}{|G|} \sum_{\gamma \in G} \text{Tr}(\rho(\gamma)) \sum_{n > 0} |X(\mathbb{F}_q^n)| \frac{T^n}{n} \right) \]

\[ \quad \text{=} \quad \exp \left( \sum_{n > 0} |X(\mathbb{F}_q^n)| \frac{T^n}{n} \sum_{\gamma \in G} \frac{\text{Tr}(\rho(\gamma))}{|G|} \right) \]

\[ \quad \text{=} \quad \begin{cases} 1 & \text{if } \rho \text{ is nontrivial} \\ Z(X, T) & \text{if } \rho \text{ is trivial.} \end{cases} \]

If \( \rho \) is the regular representation, then

\[ \text{Tr}(\rho(\gamma)) = \begin{cases} |G| & \text{if } \gamma = e \\ 0 & \text{otherwise,} \end{cases} \]

so \( L(X, \rho, T) \) is just the zeta function.
We also have
\[ L(X, \rho_1 \oplus \rho_2, T) = L(X, \rho_1, T)L(X, \rho_2, T). \]
Recall that the regular representation decomposes as a sum of irreducible representations
\[ \sum_{\rho \text{ irreducible}} \text{degree}(\rho)\rho, \]
so
\[ Z(X, T) = \prod_{\rho \text{ irreducible}} L(X, \rho, T)^{\text{degree}(\rho)}. \]

Deligne proved an alternating product formula for \( L(X, \rho, T) \) similar to Weil’s for \( Z(X, T) \), in which \( P_\rho(T) \) is the characteristic polynomial of \( \tilde{F} \) restricted to \( \text{Hom}_G(\rho, H^1(X) \otimes_{W(F_q)} K) \).

Now suppose \( X \) is a curve of genus \( g \) and \( A \) is a finite abelian group with action defined over \( F_q \) such that in \( H^1(X) \otimes_{W(F_q)} K \), each character of \( A \) occurs with multiplicity at most 1. \( A \) always acts trivially on \( H^0 \) and \( H^2 \), so we have
\[ Z(X, T) = \frac{P_1(T)}{(1-T)(1-qT)} = \frac{1}{(1-T)(1-qT)} \prod_{\rho} P_\rho(T) = \frac{1}{(1-T)(1-qT)} \prod_{\rho} L(X, \rho, T) = \frac{1}{(1-T)(1-qT)} \prod_{\rho} \left( 1 + \frac{1}{|A|} \sum_{a \in A} \text{Tr}(\rho(a)) C^{\rho(T)} \right), \]
where the product is over the \( 2g \) 1-dimensional representations \( \rho \) of \( A \) that occur as summands of \( H^1(X) \otimes_{W(F_q)} K \). Since \( P_\rho(T) \) has degree \( 2g \), each of its factors \( P_\rho(T) \) must be linear.

Our curve \( C(p, f) \) has an action of a certain finite group \( G \) on defined over the field \( F_{p^n} \), where \( n = (p - 1)f \). The group is the semidirect product \( G = F_p \rtimes \mu_{(p-1)e} \).

It fixes the point at infinity and acts on the rest of the curve via
\[ (x, y) \mapsto (\zeta^e x + a, \zeta^p y), \]
where \( \zeta \) and \( a \) are generators of \( \mu_{(p-1)e} \) (the group of \( (p-1) \)th roots of unity) and \( F_p \) (regarded as an additive group) respectively. \( G \) is isomorphic to a maximal finite subgroup of the extended Morava stabilizer group \( G_n \). It will follow from the isomorphism above that \( G \) acts on the 1-dimensional formal summand as expected.

The smallest field containing these roots is \( F_{p^n} \), and its Frobenius \( F^n \) respects the eigenspace decomposition associated with the action of \( \mu_{(p-1)e} \).

Under this action we have
\[ \omega_{i,j} \mapsto \sum_{0 \leq k \leq t} \binom{t}{k} \zeta^{i-k+1+ek+pj} \omega_{k,j}. \]
It is easily seen to have following properties.
(a) In the restriction to the subgroup \( \mu_{(p-1)e} \), each character which is nontrivial on \( \mu_e \) occurs with multiplicity 1. Hence the subspace spanned by each \( \omega_{i,j} \) is also an eigenspace for \( F^n \).
(b) The subspace spanned by the $\omega_{i,j}$ for a fixed $j$ is an eigenspace (with nontrivial eigenvalue) for the subgroup $\mu_e$. We will denote it by $H^{1,\chi}$ where $\chi$ is the corresponding nontrivial character of $\mu_e$. The action of $\mu_{(p-1)e}$ is the induction (from $\mu_e$ to $\mu_{(p-1)e}$) of $\chi$.

(c) In the restriction to the subgroup $\mathbb{Z}/(p)$, each subspace $H^{1,\chi}$ is an irreducible representation of degree $p-1$ isomorphic to the augmentation ideal in the group ring of $\mathbb{Z}/(p)$, i.e., to the sum of the $p-1$ nontrivial characters of $\mathbb{Z}/(p)$.

(d) In the restriction to the abelian subgroup $A = \mathbb{Z}/(p) \times \mu_e$, each character which is nontrivial on both factors occurs with multiplicity 1. We will denote by $H^{1,\psi,\chi} \subset H^{1,\chi}$ the subspace corresponding to the nontrivial characters $\psi$ and $\chi$ on $\mathbb{Z}/(p)$ and $\mu_e$. Note that these 1-dimensional eigenspaces are not the same as those for the subgroup $\mu_{(p-1)e}$.

(e) Each $H^{1,\chi}$ is an irreducible representation of the full group $G$.

Next we need to define some Gauss sums associated with the characters $\psi$ and $\chi$. Let $q = p^f = e + 1$. Let $L$ be a number field containing the $e$th roots of unity. We extend the characters $\psi$ and $\chi$ to $\mathbb{F}_{q^m}$ in the following way. We compose the additive character $\psi$ on $\mathbb{F}_p$ with the trace map $\mathbb{F}_{q^m} \to \mathbb{F}_p$, and we compose the multiplicative $\chi$ with with the map $\mathbb{F}_{q^m} \to \mathbb{F}_q$ sending $x$ to $x^{(q^m-1)/(q-1)}$. We denote these composite characters by $\psi_{q^m}$ and $\chi_{q^m}$. Then our Gauss sum is

$$g_{q^m}(\psi, \chi) = -\sum_{x \in \mathbb{F}_{q^m}} \psi_{q^m}(x)\chi_{q^m}(x).$$

The action of $F^f$ commutes with the action of the subgroup $\mathbb{Z}/(p) \times \mu_e$, so it respects the corresponding eigenspace decomposition of $H^1$. This means that the action of $F^f$ on $H^{1,\psi,\chi}$ is multiplication by a scalar, and that scalar is known to be $g_{q^m}(\psi, \chi)$. This is originally due to Hasse-Davenport [HD34] and is explained by Katz in [Kat81, Lemma 2.1]. The proof involves counting certain points in $C(p, f)$.

It follows that the characteristic polynomial for the action of $F^f$ on $H^1$ is

$$(2.7) \quad P_{q^m}(T) = \prod_{\psi, \chi} (T - g_{q^m}(\psi, \chi)),$$

where the product is over all nontrivial $\psi$ and all nontrivial $\chi$. Recall that in light of Grothendieck's isomorphism, this is also the characteristic polynomial $F^{f_n}$ acting on the Dieudonné module for the Jacobian of our curve. The numerator of the zeta function of $C(p, f)$, regarded as a curve over $\mathbb{F}_{q^m}$ is

$$T^{2g}P_{q^m}(T^{-1}) = \prod_{\psi, \chi} (1 - g_{q^m}(\psi, \chi))T.$$
Finally, let $\alpha(k)$ denote the sum of the digits in the $p$-adic expansion of $k$. Then the Gross-Koblitz formula says

\begin{equation}
(2.8) \quad g_{q^m}(\psi_\pi, \chi_\alpha) = u(a)^m \frac{q^m}{\pi^{\alpha((q^m-1)a/c)}}.
\end{equation}

Here $u(a)$ is the $p$-adic unit

$$u(a) = (-1)^f \prod_{0 \leq j < f} \Gamma_p \left(1 - \left\lfloor \frac{ap^j}{e} \right\rfloor \right)$$

where $[x]$ denotes the fractional part of $x$ and $\Gamma_p$ is the $p$-adic Gamma function.

**Lemma 2.9.** In the polynomial $P_{q^{p-1}}(T)$ of (2.7), there are $n$ factors for which $\text{ord}_p(g_{q^{p-1}}(\psi, \chi)) = 1$, and the other Gauss sums have higher $p$-adic valuation. More specifically, for each integer $i$ with $0 < i < n$, there are $(p-1)b_i$ factors with $\text{ord}_p(g_{q^{p-1}}(\psi, \chi)) = i$, where the numbers $b_i$ are given below in (2.10).

**Proof.** We will derive this from the Gross-Koblitz formula (2.8). The most interesting thing about it for us is the power of $\pi$ in the denominator. Note that find that

$$\alpha((q^{p-1} - 1)a/(q - 1)) = \alpha(a)\alpha((q^{p-1} - 1)/(q - 1)) = \alpha(a)(p-1).$$

It follows that

$$\text{ord}_p(g_{q^{p-1}}(\psi_\pi, \chi_\alpha)) = (p-1)f - \alpha(a).$$

For $0 < a < p^f - 1$, we have $0 < \alpha(a)n$, so the number

$$\text{ord}_p(g_{q^{p-1}}(\psi_\pi, \chi_\alpha))$$

is an integer between $0$ and $n$.

We need to know how many times each of these integers occurs, which amounts to computing how many integers $a$ between $0$ and $p^f - 1$ have a given value of $\alpha$. If there are $b_i$ such values of $a$ with $\alpha(a) = i$, then the $b_i$ are given by the generating function

$$\sum_i b_it^i = \left(1 - \frac{t^p}{1 - t}\right)^f = (1 - t^p)^f (1 - t)^{-f} = \sum_{0 \leq j \leq f} (-1)^j \binom{f}{j} t^j \sum_{k \geq 0} (-1)^k \binom{f}{k} t^k = \sum_{0 \leq j \leq f} \sum_{k \geq 0} (-1)^j \binom{f}{j} \binom{f + k - 1}{f - 1} t^{pj + k},$$

so

\begin{equation}
(2.10) \quad b_i = b_{n-i} = \sum_{0 \leq j \leq i/p} (-1)^j \binom{f}{j} \binom{f + i pj - 1}{f - 1}.
\end{equation}

In particular we have

$$b_1 = b_{p^f - 2} = f.$$ 

There are $p-1$ characters for each value of $a$, so the result follows. $\square$

Next we need to recall some facts about the Newton polygon for a polynomial. For a polynomial $P(T) = \sum c_j T^j$, the Newton polygon is the convex hull of the set $\{(k, \text{ord}_p(c_k))\}$. If this polygon has a line segment of slope $m$ and horizontal length $N$, then $P(T)$ has precisely $N$ roots (counting multiplicities) $r_i$ with $\text{ord}_p(r_i) = 1/m$. Thus the Newton polygon determines and is determined by the ordinals of the reciprocal roots.
Hence Lemma 2.9 enables us to construct the Newton polygon for \( P_{q-1}(T) \).
Recall that \( P_{q-1}(T) \) is the characteristic polynomial for the action of \( F^n \) on \( H^1 \).
It follows that the Newton polygon for \( F \) itself is similar but with all vertical coordinates divided by \( n \).

Here is an example. Let \((p, f) = (3, 2)\). In this case the degree of the polynomial is 14, and we have
\[
 b_1 = b_3 = 2 \quad \text{and} \quad b_2 = 3
\]
since
\[
(1 + t + t^2)^2 = 1 + 2t + 3t^2 + 2t^3 + t^4.
\]
It follows that the Newton polygon for \( F \) has vertices at \((0, 0)\), \((4, 4)\), \((10, 16)\) and \((14, 28)\), the one for \( F \) has vertices at \((0, 0)\), \((4, 1)\), \((10, 4)\) and \((14, 7)\), and the slopes of the latter are \(1/4\), \(1/2\), and \(3/4\).

The Riemann symmettry condition of Theorem 2.3(i) has the following implication.
If the Newton polygon for \( F \) has a line segment of length \( N \) and slope \( m \), then the Dieudonné module over the algebraic closure has a summand isogenous to \( G_{mN,(1-m)N} \), so the formal group has an \( mN \)-dimensional summand of height \( N \).
Thus in our case the first slope leads to a 1-dimensional summand of height \( n \) as claimed.

3. A Honda theoretic proof of Theorem 1.2

In this section we will give a second proof of Theorem 1.2 using methods introduced by Honda in [Hon70] and [Hon73]. Unlike the classical proof, it makes no use of the group action on \( C(p, f) \). In a future paper we will generalize to some deformations of \( C(p, f) \) which do not have a group action.

We now recall the results of [Hon70]. Let \( F \) be a formal group of dimension \( n \) defined over the ring of integers \( A \) of a discrete valuation field \( K \). Let \( \mathfrak{m} \) be the maximal ideal of \( A \), \( A_{\mathfrak{m}} \) the completion of \( A \) at \( \mathfrak{m} \), and \( k \) the residue field \( A/\mathfrak{m} \). Assume that \( k \) has characteristic \( p > 0 \). Suppose that \( K \) has an endomorphism \( \sigma \) such that there is a power \( q \) of \( p \) with \( a^q \equiv a^q \) modulo \( \mathfrak{m} \) for any \( a \in A \). Let \( A_{\sigma}(\langle T \rangle) \) be the ring of noncommutative power series in \( T \) over \( A \) subject to the rule \( TA = a^qT \). Let \( M_n(A_{\mathfrak{m}}) \) denote the ring of \( n \times n \)-matrices over \( A_{\mathfrak{m}} \), and define the ring \( M_n(A_{\mathfrak{m}})_{\sigma}(\langle T \rangle) \) in a similar way.

\( F \) is characterized by its logarithm \( f \), which is a vector of \( n \) power series \( f_1, \ldots, f_n \) over \( K \) in \( n \) variables \( x_1, \ldots, x_n \) with \( f_i \equiv x_i \) modulo term of degree 2. (Honda calls \( f \) the transformer of \( F \).) \( F \) is given by the formula \( F(x, y) = f^{-1}(f(x) + f(y)) \), where \( x \) and \( y \) are \( n \)-dimensional vectors.

Let \( f^{\sigma} \) be the power series obtained from \( f \) by applying \( \sigma \) to each coefficient. Given a matrix \( H = \sum_i C_i T^i \) in \( M_n(A_{\mathfrak{m}})_{\sigma}(\langle T \rangle) \), define
\[
(H * f)(x) = \sum_i C_i f^{\sigma}(x^i).
\]

If \( f \) is the logarithm for \( F \), we say that \( H \) is a Honda matrix for \( F \) (or for the vector \( f \)) and that \( F \) is of type \( H \), if \( H \equiv \pi I_n \) modulo \( T \) (where \( \pi \) is a uniformizing element for \( \mathfrak{m} \) and \( I_n \) is the \( n \times n \) identity matrix) and \( (H * f)(x) \equiv 0 \) modulo \( \mathfrak{m} \).
(Honda calls such a matrix special with respect to \( F \).)

We say that two matrices \( H_1, H_2 \in M_n(A_{\mathfrak{m}})_{\sigma}(\langle T \rangle) \) are equivalent if \( H_1 = U H_2 \) for an invertible matrix \( U \in M_n(A_{\mathfrak{m}})_{\sigma}(\langle T \rangle) \).

Theorem 3.1.

(i) [Hon70, Theorem 4] Suppose that the field \( K \) as above is unramified at \( p \), i.e., that \( A_{\mathfrak{m}} \) is the ring of Witt vectors \( W(k) \) and \( \mathfrak{m} = (p) \). Then the strict isomorphism classes of \( n \)-dimensional formal group laws over \( A \) correspond bijectively to the equivalence classes of matrices \( H \in M_n(A_{\mathfrak{m}})_{\sigma}(\langle T \rangle) \).
congruent to $pI_n$ modulo degree 1. $H$ and $f$ are related by the formula
\[ f(x) = (H^{-1} \ast p)(x). \]

(ii) [Hon70, Corollary to Theorem 4] Moreover, given a set $B \subset A$ of representatives of the residue field $A/(p)$, for each $F$ there is a unique Honda matrix of the form
\[ H = pI_n + \sum_{i > 0} C_i T^i \]
such that each $C_i$ has coefficients in $B$.

(iii) [Hon70, 5.5] Suppose that the coefficients of $C_i$ are all invariant under the endomorphism $\sigma$, let $\xi$ denote the Frobenius endomorphism of the mod $p$ reduction $\tilde{F}$ of the formal group $F$, and let
\[ \det H = p^n + \sum_{i > 0} c_i T^i. \]

Then this is also the characteristic polynomial (or power series) of the Frobenius endomorphism of $\tilde{F}$.

Here are some examples of Honda matrices.

**Example 3.2.** For $n = 1$ and $A = \mathbb{Z}$, let $H$ be the $1 \times 1$ matrix with entry $u = p - T^h$ for a positive integer $h$. Then
\[ u^{-1} = p^{-1} (1 - p^{-1} T^h)^{-1} = p^{-1} \sum_{i > 0} p^{-i} T^{hi} \]
so
\[ f(x) = \sum_{i \geq 0} \frac{x^p^{hi}}{p^i} \]
and $F$ is the formal group law for the Morava $K$-theory $K(h)_*$. More generally the mod $p$ reduction of a 1-dimensional formal group law over $\mathbb{Z}$, $\mathbb{Z}_p$ or $\mathbb{Z}_p$ has height $h$ iff $u$ is congruent to a unit multiple of $T^h$ modulo $(p, T^h + 1)$.

**Example 3.3.** Let $A = \mathbb{Z}_p[\{u_1, u_2, \ldots, u_{h-1}\}]$ for a positive integer $h$, and let $u_i^p = u_i^p$. Let $H$ be the $1 \times 1$ matrix with entry
\[ u = p - T^h - \sum_{0 < i < h} u_i T^i. \]
Then $f(x)$ is the logarithm for the Lubin-Tate lifting of the formal group law of 3.2.

**Example 3.4.** Let $A = BP_* = \mathbb{Z}_p[\{v_1, v_2, \ldots\}]$ (where the $v_i$ are defined by Hazewinkel’s formula) with endomorphism $\sigma$ defined by $v_i^p = v_i^p$. Let $H$ be the $1 \times 1$ matrix with entry
\[ u = p - \sum_{i > 0} v_i T^i. \]
Then $f(x)$ is the logarithm for the universal $p$-typical formal group law, i.e., the usual formal group law over $BP_*$.

**Example 3.5.** The Honda matrix for the Dieudonné formal group $G_{n,m}$ is
\[ H = pI_n - C_1 T - C_{m+1} T^{m+1} \]
where
\[ C_1 = \begin{bmatrix} 0 & 1 & \cdots & 0 & 0 \\ \vdots & \ddots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \\ 0 & 0 & \cdots & 0 & 1 \\ 0 & 0 & \cdots & 0 & 0 \end{bmatrix} \quad \text{and} \quad C_{m+1} = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \end{bmatrix}. \]

Details can be found in [Hon70, 5.2].
Next we recall some results from [Hon73] about the formal completion of the Jacobian $J$ of an algebraic curve $C$ of genus $g$ over $K$. Let $\{\omega_1, \ldots, \omega_g\}$ be a basis of the holomorphic 1-forms on $C$. (For our curve $C(p, f)$, such a basis is given in (2.6).) Choose a local parameter $z$ at some point $P \in K(C)$ and denote by $\omega_i(z)$ the expansion of $\omega_i$ at $P$. There are power series $\psi_i(z)$ over $K$ with $\psi_i(0) = 0$ and $d\psi_i(z) = \omega_i(z)$.

Let $y = (y_1, \ldots, y_g)$ be a system of local parameters at the origin of the Jacobian $J(C)$, and let $\nu_1, \ldots, \nu_g$ be the invariant differentials of $J$ such that $\nu_i \circ \Lambda = \omega_i$, where $\Lambda : C \to J$ is the canonical map corresponding to the point $P$. Let $\nu_i(y)$ denote the local expansion of $\nu_i$ at the origin. There are power series $\phi_i(y)$ over $K$ with $\phi_i(0) = 0$ and $d\phi_i(y) = \nu_i(y)$. Then the vector $\phi(y) = (\phi_i(y))$ is the logarithm for the formal completion $\tilde{J}(C)$ of $J(C)$ with respect to the local parameters $y$, which we denote by $F(C)$.

**Theorem 3.6 (Honda [Hon73]).** With notation as above there is a finite set $S$ of prime ideals in $K$ such that if $m \notin S$ and $H \in M_p(A_m)_{\sigma}/\langle \langle T \rangle \rangle$ is a Honda matrix for the vector $\psi(z)$, then it is also a Honda matrix for the logarithm $\phi(y)$, so $F(C)$ is of type $H$ as a formal group law over $A_m$.

This means there is a close connection between power series expansions of holomorphic 1-forms on the curve $C$ and the formal group law for its Jacobian $J(C)$. For the curve $C(p, f)$ we will use $y$ as a local parameter about the origin. A basis for the space of holomorphic 1-forms is given in (2.6). Since $y^e = x^p - x$, we can solve for $x$ and get a power series expansion of the form

$$x = y^e g_0(y^m) \quad \text{where } m = (p - 1)e,$$

for some power series $g_0$. It follows that

$$dx = y^{e-1} g_1(y^m) dy,$$

$$\omega_{i,j} = \frac{x^i y^j dx}{y^{e-1}} = y^{e+1} \tilde{g}_{i,j}(y^m) dy,$$

and

$$\psi_{i,j} = y^{e+1} g_{i,j}(y^m)$$

for some power series $g_1, \tilde{g}_{i,j} \in \mathbb{Z}_p[[y^m]]$ and $g_{i,j} \in \mathbb{Q}_p[[y^m]]$.

These conditions on the $\psi_{i,j}$ put some restrictions on the Honda matrix. Let

$$E = \{ei + j + 1: i, j \geq 0, ei + pj < (p - 1)(e - 1) - 1\} \subset \mathbb{Z}/(m).$$

Note that these conditions on $i$ and $j$ are the same as those in (2.6). In particular this set has $g$ elements, where the genus $g$ is $(p - 1)(e - 1)/2$. The following description of it is useful.

**Lemma 3.8.** The set $E$ of (3.7) is the image of

$$\left\{ei + j + 1: 0 \leq i \leq p - 2, 0 \leq j < e \left(\frac{p - 1 - i}{p}\right) - 1\right\}$$

**Proof.** By definition $E$ is the image of

$$\bigcup_{0 \leq i \leq p - 2} \{ei + j + 1: ei \leq ei + pj < (p - 1)(e - 1) - 1\}.$$
We have
\[ ei + pj < pe - p - e + 1 - 1 = m - p \]
\[ pj < (p - 1 - i)e - p \]
\[ j < e \left( \frac{p - 1 - i}{p} \right) - 1, \]
and the result follows. \(\square\)

Thus for \(k \in E\), the values of \(i\) and \(j\) are uniquely determined. We will denote \(\psi_{i,j}\) and \(g_{i,j}\) by \(\psi_{ei + j + 1}\) and \(g_{ei + j + 1}\) respectively. Let \(h_{s,t} \in \mathbb{Z} \langle T \rangle\) denote the coefficient in the \(t\)th column of the \(s\)th row of \(H(p, f)\), where it is understood that some rows and columns are empty. Thus we have

**Lemma 3.9.** With notation as above, \(h_{s,t}\) (for appropriate \(s\) and \(t\)) is nonzero only if
\[ s \equiv p^n t \mod (m) \]
for some integer \(n\), and in that case
\[ h_{s,t} = \sum_{n \geq 0} h_{s,t,n} T^n, \]
where the sum is over all such nonnegative integers \(n\).

This implies that \(H(p, f)\) has a block decomposition as follows. The \(p\)th power map acts on the group \(\mathbb{Z}/(m) \cong \mu_m\) of eigenvalues. The set \(E \subset \mu_m\) is the union of its intersections with the orbits of the action on \(\mu_m\). The cardinality of each orbit is a divisor of \((p - 1)f\). Each nonempty intersection of cardinality \(g'\) corresponds to a \(g' \times g'\) factor of \(H(p, f)\), and hence to a \(g'\)-dimensional formal summand of the Jacobian \(J(p, f)\).

**Example 3.10.** Consider the case \((p, f) = (3, 2)\), for which \(m = 16\). The values of \(ei + j + 1\) for the integrals of the seven holomorphic 1-forms \(\omega_{i,j}\) listed in (2.6) are indicated in the following table.

<table>
<thead>
<tr>
<th>(j)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i = 0)</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(i = 1)</td>
<td>9</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Meanwhile, the orbits in \(\mathbb{Z}/(m)\) under the multiplication by \(p\) include
\[ \{1, 3, 9, 11\}, \{15, 13, 7, 5\}, \{2, 6\}, \{14, 10\}, \text{ and } \{4, 12\}. \]

Each value listed in the table is in one of these. The first orbit contains three such elements, and the other orbits contain one each.

It follows that the Honda matrix \(H\) (with empty rows and columns omitted) has the form
\[
\begin{bmatrix}
\hat{h}_{1,1}(T^4) & 0 & T^3\hat{h}_{1,3}(T^4) & 0 & 0 & T^2\hat{h}_{1,9}(T^4) & 0 \\
0 & \hat{h}_{2,2}(T^2) & 0 & 0 & 0 & 0 & 0 \\
T\hat{h}_{3,1}(T^4) & 0 & \hat{h}_{3,3}(T^4) & 0 & 0 & T^3\hat{h}_{3,9}(T^4) & 0 \\
0 & 0 & 0 & \hat{h}_{4,4}(T^2) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \hat{h}_{5,5}(T^4) & 0 & 0 \\
T^2\hat{h}_{9,1}(T^4) & 0 & T\hat{h}_{9,3}(T^4) & 0 & 0 & \hat{h}_{9,9}(T^4) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \hat{h}_{10,10}(T^2)
\end{bmatrix}
\]
where each power series $\hat{h}_{i,j}$ has constant term $p$, so
\[
\det(H) = \hat{h}_{2,2}(T^2)\hat{h}_{4,4}(T^2)\hat{h}_{5,5}(T^4)\hat{h}_{10,10}(T^2)D,
\]
where \( D = \hat{h}_{1,1}(T^4)\hat{h}_{3,3}(T^4)\hat{h}_{9,9}(T^4) + T^8\hat{h}_{1,3}(T^4)\hat{h}_{9,1}(T^4) + T^4\hat{h}_{9,9}(T^4)\hat{h}_{3,3}(T^4)\hat{h}_{1,1}(T^4) - T^4\hat{h}_{9,1}(T^4)\hat{h}_{3,3}(T^4)\hat{h}_{1,1}(T^4) - T^4\hat{h}_{9,1}(T^4)\hat{h}_{3,3}(T^4)\hat{h}_{1,1}(T^4).\)

We will study this by computing the various factors modulo \((3, T^n)\) for appropriate \(n\). Recall that \(H\) is congruent to \(3I_7\) modulo \(T\), so
\[
\hat{h}_{2,2}(T^2) \equiv h_{2,2,2}T^2 \mod(3, T^4),
\]
\[
\hat{h}_{4,4}(T^2) \equiv h_{4,4,2}T^2 \mod(3, T^4),
\]
\[
\hat{h}_{5,5}(T^2) \equiv h_{5,5,4}T^4 \mod(3, T^8),
\]
\[
\hat{h}_{10,10}(T^2) \equiv h_{10,10,2}T^2 \mod(3, T^4),
\]
and \( D \equiv h_{1,3,9}h_{9,9,9}h_{9,1,0}T^{14} \mod(3, T^8) \).

It follows that \(h_{5,5,4}\) is a unit, which gives us the desired 1-dimensional formal summand of height 4.

In order to generalize the calculation above we need the following three lemmas.

**Lemma 3.11.** Each orbit of \(\mathbb{Z}/(m)\) other than \(\{ei\}\) for \(0 \leq i \leq p - 2\) has a nonempty intersection with \(E\). If \(a\) is in such an orbit, then \(a \in E\) iff \(m - a \notin E\).

Lemma 3.11 is needed for the following.

**Lemma 3.12.** The determinant of a block of the Honda matrix \(H(p, f)\) associated with an orbit of cardinality \(n\) is congruent to an integer multiple of \(T^n\) modulo \((p, T^{n+1})\), and the sum of all such cardinalities is \(2g\).

**Lemma 3.13.** The orbit of \((m - 1)\) has \((p - 1)f\) elements, but its intersection with \(E\) has only one element, namely \((m - 1)/p\).

Lemma 3.12 implies that \(\det(H(p, f))\) is congruent to an integer multiple of \(T^{2g}\) modulo \((p, T^{2g+1})\). By Theorems 3.1(iii) and 2.3(ii), the coefficient of \(T^{2g}\) is 1, so the coefficients in 3.12 are all units. In particular the one for the orbit of \((m - 1)/p\) is a unit, which gives us the desired 1-dimensional formal summand of height \((p - 1)/f\).

This completes our alternate proof of Theorem 1.2.

**Proof of Lemma 3.11.** The only singleton orbits are the ones cited since \(pk \equiv x\) modulo \((m)\) implies that \(k\) is a multiple of \(e\). These orbits do not intersect \(E\).

Given \(k\) not divisible by \(e\) with \(0 < k < m\), we write \(k = ei + j + 1\) and \(e - k = ei' + j' + 1\). Then \(i' = p - 2 - i\) and \(j' = e - 1 - j\). Now \(k \in E\) iff
\[
0 \leq j < e \left(\frac{p - 1 - i}{p}\right),
\]
\[
e - 1 \geq j' > e \left(\frac{p - 1 - i}{p}\right) - 1 = e \left(\frac{p - 1 - i'}{p}\right) - 1
\]
which holds iff \(m - e \notin E\). □
Proof of Lemma 3.12. Suppose \( e_1 \in E \) is in such an orbit. Define elements \( e_i \) inductively by letting \( e_{i+1} \in E \) be congruent modulo \((m)\) to \( p^k e_i \) for the smallest possible positive value of \( k \). Hence the intersection of the orbit with \( E \) has the form

\[
\{e_1, e_2, \ldots, e_s\}
\]

with \( e_{i+1} \equiv p^k e_i \) for \( 1 \leq i < s \), and \( e_1 \equiv p^k e_s \). The cardinality \( n \) of the orbit is \( \sum k_i \). The entries in the corresponding block of \( H(p, f) \) are

\[
h_{e_i, e_j} = \begin{cases} 
T^{k_1 + \cdots + k_{j-1}} h_{e_i, e_j}(T^n) & \text{if } i \leq j \\
T^{n-k_1-\cdots-k_{j-1}} \cdot \hat{h}_{e_i, e_j}(T^n) & \text{if } j < i 
\end{cases}
\]

Since \( h_{e_i, e_i, 0} = 0 \), it follows that the determinant of this block is congruent to

\[
h_{e_1, e_2, k_1} h_{e_2, e_3, k_2} \cdots h_{e_{s-1}, e_s, k_{s-1}} h_{e_s, e_1, k_s} T^n
\]

modulo \((p, T^{2n})\) as desired.

To find the sum of the cardinalities, we need Lemma 3.11. If an orbit intersecting \( E \) is self-conjugate, that is it contains both \( a \) and \(-a\), then 3.11 implies that exactly half the elements in the orbit are in \( E \). Otherwise if \( s \) out of \( n \) elements of an orbit are in \( E \), then \( E \) also contains \( n - s \) elements in the conjugate orbit. In either case half of the elements in the union of an intersecting orbit and its conjugate are in \( E \). Since \( E \) has \( g \) elements, the sum of the cardinalities is \( 2g \). \(\Box\)

Proof of Lemma 3.13. The orbit of \( 1 \) is

\[
\{p^k : 0 \leq k < (p-1)f\} = \{p^k + e_i : 0 \leq k < f, \ 0 \leq i \leq p-2\}
\]

since modulo \((m)\)

\[
p^{f+k}(d+1)p^k \equiv e + p^k.
\]

It follows that the orbit of \( m-1 \) is

\[
\{e-p^k - e_i : 0 \leq k < f, \ 0 \leq i \leq p-2\} = \{e_i + e - p^k : 0 \leq k < f, \ 0 \leq i \leq p-2\},
\]

which has \((p-1)f\) elements. \((m-1)/p\) is among them since

\[
\frac{m-1}{p} = p^{f-1} - 1 - e - p^{f-1}.
\]

We need to show that no other elements of this orbit are in \( E \). Using 3.8 we see that \( e_i + e - p^k \) is in \( E \) only if

\[
e - p^k < e \left( \frac{p-1-i}{p} \right)
\]

\[
p^k < e \left( \frac{1-i}{p} \right)
\]

\[
p^k > e \left( \frac{i+1}{p} \right)
\]

which means \( i = 0 \) and \( k = f-1 \). \(\Box\)

References


