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To Andrew Ranicki.

ABSTRACT. We define Grothendieck-Witt spectra in the setting of Poincaré ∞-categories and show that they
fit into an extension with a K- and an L-theoretic part. As consequences we deduce localisation sequences for
Verdier quotients, and generalisations of Karoubi’s fundamental and periodicity theorems for rings in which
2 need not be invertible. Our set-up allows for the uniform treatment of such algebraic examples alongside
homotopy-theoretic generalisations: For example, the periodicity theorem holds for complex oriented E1-rings,
and we show that the Grothendieck-Witt theory of parametrised spectra recovers Weiss and Williams’ LA-
theory.

Our Grothendieck-Witt spectra are defined via a version of the hermitian Q-construction, and a novel feature
of our approach is to interpret the latter as a cobordism category. This perspective also allows us to give a
hermitian version – along with a concise proof – of the theorem of Blumberg, Gepner and Tabuada, and provides
a cobordism theoretic description of the aforementioned LA-spectra.
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INTRODUCTION

Overview. Unimodular symmetric and quadratic forms are ubiquitous objects in mathematics appearing in
contexts ranging from norm constructions in number theory to surgery obstructions in geometric topology.
Their classification, however, even over simple rings such as the integers, remains out of reach. A sim-
plification, following ideas of Grothendieck for the study of projective modules, suggests to consider for a
commutative ringR (for ease of exposition) the abelian groupGWq

0
(R) given as the group completion of the

monoid of isomorphism classes of finitely generated projectiveR-modules P , equipped with a unimodular
quadratic (say) form q, with addition the orthogonal sum

[P , q] + [P ′, q′] = [P ⊕ P ′, q ⟂ q′].

This group, commonly known as the Grothendieck-Witt group of R, was given a homotopy-theoretical
refinement at the hands of Karoubi and Villamayor in [KV71], by adapting Quillen’s approach to higher
algebraic K-theory.

For this, one organises the collection of pairs (P , q) of unimodular quadratic forms into a groupoid
Unimodq(R), which may be viewed as anE∞-space using the symmetric monoidal structure onUnimodq(R)
arising from the orthogonal sum considered above. One can then take the group completion to obtain an
E∞-group

GW
q

cl
(R) = Unimodq(R)grp,

the classical Grothendieck-Witt space, whose group of components is the Grothendieck-Witt group de-
scribed above. By definition the higher Grothendieck-Witt groups ofR are the homotopy groups ofGWcl(R).

There are variants for symmetric bilinear and even forms, and instead of starting with a commutative
ring, one can study unimodular hermitian forms valued in an invertibleR⊗ℤR-moduleM equipped with an
involution (subject to an invertibility condition) also for non-commutativeR; this generality includes both
the case of a ring R with involution by consideringM = R, and also skew-symmetric and skew-quadratic
forms by changing the involution on M by a sign. Polarisation in general produces maps

GW
q

cl
(R,M) ⟶ GW

ev
cl
(R,M) ⟶ GW

s
cl
(R,M)

which are equivalences if 2 is a unit in R. In fact, there are further generalisations based on the notion of
form parameters, but we will refrain from engaging with that generality in the introduction.

In the present paper we establish a decomposition of the Grothendieck-Witt space into a K-theoretic
and an L-theoretic part, the latter of which is closely related to Witt groups of unimodular forms: For
r ∈ {q, ev, s} the Witt group Wr(R,M) of the pair (R,M) is given by dividing isomorphism classes of
unimodular M-valued forms by those admitting a Lagrangian. In low degrees the relation takes the form
of an exact sequence

K0(R)C2

hyp
←←←←←←←←←←←←←←→ GWr

0
(R,M) ⟶ Wr(R,M) ⟶ 0;
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here the map labelled hyp assigns to a projective module P its hyperbolisation P ⊕HomR(P ,M) equipped
with the evaluation form and the C2-coinvariants on the left are formed with respect to the action P ↦

HomR(P ,M). The first goal of the paper is to extend this to a long exact sequence with L-groups play-
ing the role of higher Witt groups. Such results are well-known principally from the work of Karoubi and
Schlichting if 2 is a unit in R, and have lead to a good understanding of Grothendieck-Witt theory relative
to K-theory for two reasons: Firstly, Witt groups are rather accessible. As an example let us mention that
Voevodsky’s solution to the Milnor conjecture provides a complete filtration of the Witt group W(k) for
any field k not of characteristic 2 with filtration quotients H∗(Gal(k∕k),ℤ∕2), and an older result of Kato
achieves a similar description in characteristic 2, see [Kat82, Voe03, OVV07]. Secondly, by work of Ran-
icki [Ran92] the higher L-groups satisfy Li+2(R,M) = Li(R,−M) if 2 is invertible in R and are thus in
particular 4-periodic, which greatly reduces the computational complexity. The second goal of the present
paper series is to describe the extent to which such periodicity statements still hold if 2 is not invertible in
R. Let us also mention that the K-theoretic part of the description is rather indifferent to the invertibility of
2 in R, so from an understanding of the L-theoretic term, one can often deduce absolute statements about
Grothendieck-Witt theory by appealing to the recent progress in the understanding of algebraic K-theory.
We will take up this thread in the third instalment of the series.

History and main result. To state our results, let us give a more detailed account of the ingredients. The
study of Grothendieck-Witt spaces begins by comparing them to Quillen’s algebraic K-theory space K(R)
defined as the group completion of the groupoid of finitely generated projective modules over R. To this
end one has

fgt ∶ GW
s
cl
(R,M) → K(R) and hyp∶ K(R) → GW

q

cl
(R,M),

the former extracting the underlying module of a unimodular form, the latter induced by the hyperbolisation
construction.

In his fundamental papers [Kar80a, Kar80b] Karoubi analysed the case in which 2 is a unit in R (so no
distinction between the three flavours of Grothendieck-Witt groups is necessary). He considered the spaces

Ucl(R,M) = f ib(K(R)
hyp
←←←←←←←←←←←←←←→ GWcl(R,M)) and Vcl(R,M) = f ib(GWcl(R,M)

fgt
←←←←←←←←←←←←→K(R)),

produced equivalences

ΩUcl(R,−M) ≃ Vcl(R,M),

and moreover showed that the cokernels Wi(R,M) of Ki(R)
hyp
←←←←←←←←←←←←←←→ GWi(R,M) satisfy

Wi(R,M)[
1

2
] ≅ Wi+2(R,−M)[

1

2
]

and are in particular 4-periodic up to 2-torsion. In fact, Karoubi shows that this latter statement also holds
without the assumption that 2 be invertible in R; in other words, the additional difficulties of Grothendieck-
Witt theory as compared to K-theory are concentrated at the prime 2. These results are nowadays known
as Karoubi’s fundamental and periodicity theorems and form one of the conceptual pillars of hermitianK-
theory; they permit one to inductively deduce results on higher Grothendieck-Witt groups from information
about algebraic K-theory on the one hand and about Wi(R,±M) for i = 0, 1 on the other.

To control the behaviour of the 2-torsion in the cokernel of the hyperbolisation map Kobal in [Kob99]
introduced refinements of the hyperbolic and forgetful maps: By the invertibility assumption on M , the
functor taking M-valued duals induces an action of the group C2 on the algebraic K-theory spectrum and
we denote the arising C2-spectrum by K(R,M) and similarly for the K-theory space. The maps above then
refine to a sequence

K(R,M)hC2

hyp
←←←←←←←←←←←←←←→ GW

q

cl
(R,M) ⟶ GW

s
cl
(R,M)

fgt
←←←←←←←←←←←←→K(R,M)hC2 ,

whose composite is the norm on K(R,M). Kobal used these refinements to show that, if 2 is invertible in
R, the cofibre of hyp∶ K(R,M)hC2

→ GWcl(R,M) is 4-periodic on the nose.
The next major steps forward were then taken by Schlichting in [Sch17], who introduced (non-connective)

Grothendieck-Witt spectra for differential graded categories with duality in which 2 is invertible. He used
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these to give a new proof of Karoubi’s fundamental theorem by first establishing the existence of a fibre
sequence

GWcl(R,M[−1])
fgt
←←←←←←←←←←←←→ K(R,M)

hyp
←←←←←←←←←←←←←←→ GWcl(R,M),

which he termed the Bott sequence; here GWcl(R,M[i]) is the Grothendieck-Witt spectrum of the cate-
gory Chb(Proj(R)) with its duality determined by M[i]. For i = 0 (in which case we suppress it from
notation) Schlichting shows that indeed Ω∞GWcl(R,M) ≃ GWcl(R,M). The salient feature that relates
this sequence to Karoubi’s theorem is the existence of an equivalence GWcl(R,M[−2]) ≃ GWcl(R,−M).
Still assuming 2 invertible in R Schlichting, furthermore, showed that the (4-periodic) homotopy groups of
the cofibre of the refined hyperbolic map hyp∶ K(R,M)hC2

→ GWcl(R,M) are indeed given by the Witt
groups W(R,M) and W(R,−M) in even degrees and by Witt groups of formations in odd degrees.

This lead to the folk theorem that if 2 is a unit in R the cofibre of hyp∶ K(R,M)hC2
→ GWcl(R,M) is

given by Ranicki’s L-theory spectum L(R,M) from [Ran92], whose homotopy groups are well-known to
match Schlichting’s results, though as far as we are aware no account at the level of spectra has appeared in
the literature.

Let us not fail to mention that Schlichting also introduced a variant of symmetric Grothendieck-Witt
spectra without the assumption that 2 is invertible in R in [Sch10a], that satisfy localisation results by the
celebrated [Sch10b]. These are, however, of slightly different flavour in that they should relate to non-
connective K-theory, though to the best of our knowledge this is not developed in the literature. To differ-
entiate we will refer to them as Karoubi-Grothendieck-Witt spectra, and relegate a thorough discussion to
the fourth part of this series of papers.

As examples, let us mention that the strategy described above lead to an almost complete computation
of the Grothendieck-Witt groups of ℤ[ 1

2
] in [BK05] and to great structural insight by controlling the 2-

adic behaviour of the forgetful map GWcl → KhC2 in [BKSØ15] under the assumption that 2 is a unit.
Without this assumption, however, many of the methods employed break down. In particular, the relation
to L-groups remained mysterious: If 2 is not invertible in R, there are many flavours of L-groups and as far
as we are aware not even a precise conjecture has been put forward. In contrast to this situation, Karoubi
conjectured in [Kar09] that his fundamental theorems should have an extension to general rings, where it
is not only the sign that changes when passing from U(R,M) to V(R,−M) but also the form parameter; a
similar suggestion was made by Giffen, see [Wil05]. In what is hopefully evident notation they predicted

ΩU
q

cl
(R,−M) ≃ Vev

cl
(R,M) and ΩUev

cl
(R,−M) ≃ Vs

cl
(R,M).

In this paper series along with its companion [HS21] we entirely resolve these questions. In the present
paper we obtain the extensions of Karoubi’s periodicity and fundamental theorem, affirming in particular
the conjecture of Karoubi and Giffen described above, and also determine the cofibre of the hyperbolisation
map in terms of an L-theory spectrum. In distinction with the variants usually employed for example in
geometric topology, the L-spectra appearing are generally not 4-periodic. Part three of this series is devoted
to a detailed study of these spectra and in particular, an investigation of their periodicity properties. While
the results of that paper are largely specific to the case of discrete rings, the results of the present paper also
apply much more generally to schemes, E∞-rings, parametrised spectra among others.

Our approach is based on placing Grothendieck-Witt- and L-theory into a common general framework,
namely the setting of Poincaré ∞-categories, introduced by Lurie in his approach to L-theory [Lur11], and
developed in detail in the first part of this series. A Poincaré ∞-category is a small stable ∞-category C

together with a certain kind of functor Ϙ∶ Cop
→ Sp which encodes the type of form (such as, quadratic,

even or symmetric) under consideration. The requirements on Ϙ are such, that it, in particular, yields an
associated duality equivalence DϘ ∶ Cop

→ C.
As mentioned, Lurie defined L-theory for general Poincaré ∞-categories, and it is by now standard to

view K-theory as a functor on stable ∞-categories. The duality DϘ induces a C2-action on the K-spectrum
of a Poincaré ∞-category and we will denote the resulting C2-spectrum by K(C, Ϙ). Adapting the hermitian
Q-construction, we here also produce a Grothendieck-Witt spectrumGW(C, Ϙ) in this generality. To explain
how this generalises the Grothendieck-Witt theory of discrete rings, take C = Dp(R), the stable subcate-
gory of the derived ∞-category D(R) spanned by the perfect complexes over R. As part of Paper [I] we
constructed Poincaré structures

Ϙ
q

M
⟹ Ϙ

gq

M
⟹Ϙ

ge

M
⟹ Ϙ

gs

M
⟹ Ϙ

s
M



HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES II: COBORDISM CATEGORIES AND ADDITIVITY 5

connected by maps as indicated: Roughly, the outer two assign to a chain complex its spectrum of homotopy
coherent quadratic or symmetricM-valued forms, whereas the middle three are the more subtle animations,
or in more classical terminology non-abelian derivations, of the functors

QuadM ,EvM , SymM ∶ Proj(R)op → Ab

parametrising ordinaryM-valued quadratic, even and symmetric forms, respectively. The comparison maps
between these are equivalences, if 2 is a unit in R, but in general they are five distinct Poincaré structures
on Dp(R). Now, essentially by construction the spectra

L(Dp(R), Ϙ
q

M
) = Lq(R,M) and L(Dp(R), Ϙs

M
) = Ls(R,M)

are Ranicki’s 4-periodic L-spectra, but from the main result of [HS21] we find that it is the middle three
Poincaré structures which give rise to the classical Grothendieck-Witt spaces, i.e. we have

Ω∞GW(Dp(R), Ϙ
gq

M
) ≃ GW

q

cl
(R,M), Ω∞GW(Dp(R), Ϙ

ge

M
) ≃ GW

ev
cl
(R,M)

and Ω∞GW(Dp(R), Ϙ
gs

M
) ≃ GW

s
cl
(R,M).

This mismatch (which is also the reason for carrying the subscript cl through the introduction) explains
much of the subtlety that arose in previous attempts to connect Grothendieck-Witt- and L-theory.

In case 2 is invertible in R the identification extends to GWcl(R,M) ≃ GW(Dp(R), Ϙ
gs

M
) and we will,

therefore, use the names GW
q

cl
, GWev

cl
and GWs

cl
also for the Grothendieck-Witt spectra of the Poincaré

∞-categories considered above.
As the main result of the present paper we provide extensions of Karoubi’s periodicity theorem and

Schlichting’s extension of his fundamental theorem in complete generality:

Main Theorem. For every Poincaré ∞-category (C, Ϙ), there is a fibre sequence

K(C, Ϙ)hC2

hyp
←←←←←←←←←←←←←←→ GW(C, Ϙ)

bord
←←←←←←←←←←←←←←←←←→ L(C, Ϙ),

which canonically splits after inverting 2 and a fibre sequence

GW(C, Ϙ[−1])
fgt
←←←←←←←←←←←←→ K(C)

hyp
←←←←←←←←←←←←←←→ GW(C, Ϙ).

Here, we have used Ϙ[i] to denote the shifted Poincaré structure Si ⊗ Ϙ. As in Schlichting’s set-up this
operation satisfies

(Dp(R), (Ϙ
q

M
)[2]) ≃ (Dp(R), Ϙ

q

−M
) and (Dp(R), (Ϙs

M
)[2]) ≃ (Dp(R), Ϙs

−M
),

so if 2 is a unit in R, we, in particular, recover the results of Karoubi and Schlichting mentioned above, and
extend the identification of the cofibre of the hyperbolisation map to the spectrum level. More importantly,
however, if 2 is not invertible, we find

(Dp(R), (Ϙ
gs

M
)[2]) ≃ (Dp(R), Ϙ

ge

−M
) and (Dp(R), (Ϙ

ge

M
)[2]) ≃ (Dp(R), Ϙ

gq

−M
),

whence the second part settles the conjecture of Giffen and Karoubi (see [Kar09, Conjecture 1]). Explicitly,
we obtain:

Corollary. For a discrete ring R and an invertible R-moduleM with involution there are canonical equiv-

alences

U
q

cl
(R,−M) ≃ S

1 ⊗ Vev
cl
(R,M) and Uev

cl
(R,−M) ≃ S

1 ⊗ Vs
cl
(R,M).

As a consequence of the first part of our Main Theorem we obtain a direct relation between the Grothendieck-
Witt spectra for different form parameters. As an implementation of Ranicki’sL-theoretic periodicity results
Lurie produced canonical equivalences

L(C, Ϙ[1]) ≃ S
1 ⊗ L(C, Ϙ).

Applying this twice we obtain a stabilisation map

stab∶ S
4 ⊗ L(Dp(R), Ϙ

gs

M
) ≃ L(Dp(R), Ϙ

gq

M
) ⟶ L(Dp(R), Ϙ

gs

M
)

and as another articulation of periodicity we have:
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Corollary. The natural map GW
q

cl
(R,M) → GWs

cl
(R,M) fits into a commutative diagram

K(R)hC2
GW

q

cl
(R,M) S4 ⊗ L(Dp(R), Ϙ

gs

M
)

K(R)hC2
GWs

cl
(R,M) L(Dp(R), Ϙ

gs

M
)

id

hyp

stab

hyp bord

of fibre sequences, i.e. the cofibres of the two hyperbolisation maps differ by a fourfold shift.

If 2 is invertible in R, this shift on the right hand side is invisible since in that case L(Dp(R), Ϙ
gs

M
) =

L(Dp(R), Ϙs
M
) is 4-periodic.

In the body of the text, we shall derive more general versions of these corollaries concerning Grothendieck-
Witt groups associated to suitable pairs of form parameters. In particular, that form of the first corollary
settles Conjectures 1 and 2 of [Kar09] in full, see the end of §4.3 and §4.5 for details.

Outlook. As mentioned, the main content of the third paper in this series is a detailed investigation of the
spectra L(Dp(R), Ϙ

gs

M
). We show there that �∗ L(D

p(R), Ϙ
gs

M
) is Ranicki’s original version of symmetric

L-theory from [Ran81], which he eventually abandoned in favour of Ls(R,M) precisely because in gen-
eral it lacks the 4-periodicity exhibited by the latter. In particular, the cofibre of the hyperbolisation map
K(R)hC2

→ GWgs(R,M) is not generally 4-periodic, if 2 is not invertible in R.
Furthermore, improving a previous bound of Ranicki’s we show there that for R commutative and noe-

therian of global dimension d the comparison maps

L(Dp(R), Ϙ
gq

M
) ⟶ L(Dp(R), Ϙ

ge

M
) ⟶ L(Dp(R), Ϙ

gs

M
) ⟶ L(Dp(R), Ϙs

M
)

are equivalences in degrees past d − 2, d and d + 2, respectively. Thus in sufficiently high degrees the
periodic behaviour of the cofibre of the hyperbolisation map is restored and surprisingly there is also no
difference between the various flavours of Grothendieck-Witt groups. This allows one to use the inductive
methods previously only available if 2 is invertible also in more general situations. We demonstrate this by
giving a solution for number rings of Thomasson’s homotopy limit problem [Tho83], asking when the map

GWs(R,M) → K(R,M)hC2

is a 2-adic equivalence, and an essentially complete computation of GWr(ℤ) where r ∈ {±s,±q} (over the
integers, quadratic and even forms happen to agree), affirming a conjecture of Berrick and Karoubi from
[BK05].

Before explaining the strategy of proof in the next section let us finally mention that feeding Poincaré
∞-categories of parametrised spectra into our machinery produces, by our Main Theorem, another set of
interesting objects, theLA-spectra introduced by Weiss and Williams in their study of automorphism groups
of manifolds [WW14]. In this case, the results of the next section allow for an entirely new interpretation
of these spectra, which sheds light on their geometric meaning. In particular, this furthers the program
suggested by Williams in [Wil05] to connect the study manifold topology more intimately with hermitian
K-theory. We will spell this out in the third section of this introduction along with further results concerning
discrete rings, that require a bit of preparation.

Hermitian K-theory of Poincaré ∞-categories. Let us now sketch in greater detail the road to our main
results. Besides the set-up of Poincaré∞-categories the main novelty of our approach is its direct connection
to the theory of cobordism categories of manifolds. To facilitate the discussion recall that Cobd has as
objects d−1 closed oriented manifolds, and cobordisms thereof as morphisms. The celebrated equivalence

|Cobd| ≃ Ω∞−1MTSO(d),

established by Galatius, Madsen, Tillmann and Weiss in [GTMW09] then lies at the heart of much mod-
ern work on the homotopy types of diffeomorphism groups [GRW14]; here MTSO(d) denotes the Thom
spectrum of −
d → BSO(d).

Now, a Poincaré ∞-category (C, Ϙ) determines a space of Poincaré objects Pn(C, Ϙ) to be thought of as
the higher categorical generalisation of the groupoidUnimod(R,M) of unimodular forms considered in the
case of discrete rings above. Along with the Grothendieck-Witt spectrum we produce for every Poincaré
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∞-category (C, Ϙ) an analogous cobordism category Cob(C, Ϙ) ∈ Cat∞ with objects given by Pn(C, Ϙ[1])
and morphisms given by spaces of Poincaré cobordisms, Ranicki style; here our dimension conventions
adhere to those of the geometric setting.

As the technical heart of the present paper we show the following version of the additivity theorem:

Theorem A. If

(C, Ϙ) ⟶ (D,Φ) ⟶ (E,Ψ)

is a split Poincaré-Verdier sequence, then the second map induces a bicartesian fibration of ∞-categories

Cob(D,Φ) ⟶ Cob(E,Ψ),

whose fibre over 0 ∈ Cob(E,Ψ) is Cob(C, Ϙ). In particular, one obtains a fibre sequence

|Cob(C, Ϙ)| ⟶ |Cob(D,Φ)| ⟶ |Cob(E,Ψ)|
of spaces.

Here, a Poincaré-Verdier sequence is a null-composite sequence, which is both a fibre sequence and a
cofibre sequence in Catp∞, the∞-category of Poincaré∞-categories; we call it split if both underlying func-
tors admit both adjoints. This requirement precisely makes the underlying sequence of stable ∞-categories
C → C′

→ C′′ into a stable recollement. The simplest (and in fact universal) example of such a recollement
is the sequence

C
x↦[x→0]
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→Ar(C)

[x→y]↦y
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ C.

By the non-hermitian version of Theorem A due to Barwick [Bar17] (which can in fact also be extracted as
special case of Theorem A), it gives rise to a fibre sequence

| Span(C)| ⟶ | Span(Ar(C))| ⟶ | Span(C)|
which is split by the functor C → Ar(C) taking x to idx. Taking loopspaces thus results in an equivalence

K(Ar(C)) ≃ K(C) × K(C),

since K(C) ≃ Ω| Span(C)|, which makes Theorem A an hermitian analogue of Waldhausen’s additivity
theorem.

The simplest example of a split Poincaré-Verdier sequence arises similarly: If C has a Poincaré structure
Ϙ, then the arrow category of C refines to a Poincaré ∞-category Met(C, Ϙ), whose Poincaré objects encode
Poincaré objects in (C, Ϙ) equipped with a Lagrangian, or in other words a nullbordism. There results the
metabolic Poincaré-Verdier sequence

(C, Ϙ[−1]) ⟶ Met(C, Ϙ)
)
←←←←←←→ (C, Ϙ),

refining the recollement above. We interpret the cobordism category Cob)(C, Ϙ) of its middle term as that
of Poincaré objects with boundary in (C, Ϙ). From the additivity theorem we then find a fibre sequence

|Cob(C, Ϙ)| ⟶ |Cob)(C, Ϙ)| )
←←←←←←→ |Cob(C, Ϙ[1])|,

that is entirely analogous to Genauer’s fibre sequence

|Cobd| ⟶ |Cob)d|
)
←←←←←←→ |Cobd−1|

from geometric topology [Gen12]. Note, however, that neither of these latter sequences are split (the adjoint
functors in a split Poincaré-Verdier sequence need not be compatible with the Poincaré structures), so the
name additivity is maybe slightly misleading, but we will stick with it.

Our proof of Theorem A is in fact modelled on the recent proof of Genauer’s fibre sequence at the
hands of the ninth author [Ste18] and is new even in the context of algebraic K-theory. Similar results
are known in varying degrees of generality, see for example [Sch17, HSV19]. The actual additivity theo-
rem we prove is, however, quite a bit more general than Theorem A: We show that in fact every additive
functor F∶ Catp∞ → S, a mild strenghthening of the requirement that split Poincaré-Verdier sequences
are taken to fibre sequences, gives rise to an F-based cobordism category CobF(C, Ϙ) and that the functor
|CobF|∶ Catp∞ → S is then also additive. Applied to F = Pn this gives the result above, but the statement
can now be iterated. Since the functor GW∶ Catp∞ → Sp (and thus also GW = Ω∞ GW) is defined by an
iterated hermitian Q-construction, this generality gives sufficient control to establish:
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Theorem B.

i) There is a natural equivalence

|Cob(C, Ϙ)| ≃ Ω∞−1GW(C, Ϙ),

so, in particular, Ω|Cob(C, Ϙ)| ≃ GW(C, Ϙ).
ii) The functorsGW∶ Catp∞ → Sp andGW∶ Catp∞ → GrpE∞(S) are the initial additive functors equipped

with a transformation Pn → GW ≃ Ω∞ GW, respectively.

iii) The functor L∶ Catp∞ → Sp is the initial additive, bordism invariant functor equipped with a trans-

formation Pn → Ω∞ L.

Here, we call an additive functor Catp∞ → Sp bordism invariant, if it vanishes when evaluated on meta-
bolic categories, though there are many other characterisations. Theorem B simultaneously gives the her-
mitian analogue of the theorem of Blumberg, Gepner and Tabuada from [BGT13], that K∶ Catex∞ → Sp
is the initial additive functor with a transformation Cr → Ω∞K, and of the theorem of Galatius, Madsen,
Tillmann and Weiss concerning the homotopy type of the cobordism category [GTMW09]. Just as for the
additivity theorem, our cobordism theoretic methods provide a more direct proof of the universal property
of algebraic K-theory avoiding all mention of non-commutative motives.

From Theorem B, it is straight-forward to obtain our Main Theorem: The first assertion of the Main Theorem
may be restated as the formula

cof(hyp∶ K(C, Ϙ)hC2
⟶ GW(C, Ϙ)) ≃ L(C, Ϙ),

and it is somewhat tautologically true that the left hand side is the initial bordism invariant functor under
GW, whence the universal properties ofGW andL from Theorem B give the claim. For the second statement
we take another queue from geometric topology and use Ranicki’s algebraic Thom construction to produce
an equivalence

|Cob)(C, Ϙ)| ≃ | Span(C)| = Ω∞−1K(C)

which extends to an identification

GW(Met(C, Ϙ)) ≃ K(C)

for all Poincaré ∞-categories (C, Ϙ). Via Theorem B the metabolic Poincaré-Verdier sequence then gives
rise to the fibre sequence

GW(C, Ϙ)
fgt
←←←←←←←←←←←←→ K(C)

hyp
←←←←←←←←←←←←←←→ GW(C, Ϙ[1]),

which we term the Bott-Genauer-sequence, bearing witness to its relation with the fibre sequence

MTSO(d) ⟶ S[BSO(d)] ⟶ MTSO(d − 1)

first established by Galatius, Madsen, Tillmann and Weiss, and beautifully explained by Genauer’s theorem
[Gen12] that

|Cob)d| ≃ Ω∞−1
S[BSO(d)].

As explained in the previous section, if 2 is invertible (and the input is sufficiently strict) this sequence is
due to Schlichting, but as far as we are aware its connection with the fibre sequence of Thom spectra above
had not been noticed before.

With the Main Theorem established, we observe that since both L- and K-theory are well-known to take
arbitrary bifibre sequence in Catp∞ to fibre sequences (and not just split ones) we obtain:

Corollary C. The functor GW∶ Catp∞ → Sp is Verdier localising, i.e. it takes arbitrary Poincaré-Verdier

sequences

(C, Ϙ) ⟶ (D,Φ) ⟶ (E,Ψ)

to bifibre sequences

GW(C, Ϙ) ⟶ GW(D,Φ) ⟶ GW(E,Ψ)

of spectra.
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This result is a full hermitian analogue of the localisation theorems available for algebraic K-theory,
and (as far as we are aware) subsumes and extends all known localisation sequences for Grothendieck-Witt
groups, in particular the celebrated results of [Sch10b]. We explicitly spell out some consequences for lo-
calisations of discrete rings in Corollary F below.

The fibre sequence of the Main Theorem can also be neatly repackaged using equivariant homotopy
theory: The assignment (C, Ϙ) ↦ K(C, Ϙ)tC2 is another example of a bordism invariant functor, whence
Theorem B produces a natural map Ξ∶ L(C, Ϙ) → K(C, Ϙ)tC2. A version of this map first appeared in the
work of Weiss and Williams on automorphisms of manifolds [WW14], and we show that our construc-
tion agrees with theirs. Using this map one can reexpress the fibre sequence from the Main Theorem as a
cartesian square

GW(C, Ϙ) L(C, Ϙ)

K(C, Ϙ)hC2 K(C, Ϙ)tC2 ,

bord

fgt Ξ

which we term the fundamental fibre square.
Now, in [HM] Hesselholt and Madsen promoted the Grothendieck-Witt spectrum GWs

cl
(R,M) into the

genuine fixed points of what they termed the real algebraic K-theory KRs
cl
(R,M), a genuine C2-spectrum.

We similarly produce a functorKR∶ Catp
∞

⟶ SpgC2 using the language of spectral Mackey functors, with
the property that the isotropy separation square of KR(C, Ϙ) is precisely the fundamental fibre square above,
so that in particular

KR(C, Ϙ)gC2 ≃ GW(C, Ϙ) and KR(C, Ϙ)'C2 ≃ L(C, Ϙ);

here (−)gC2 and (−)'C2 ∶ SpgC2 → Sp denote the genuine and geometric fixed points functors, respectively.
Combined with the comparison results of [HS21] this affirms the conjecture of Hesselholt and Madsen,
that the geometric fixed points of the real algebraic K-theory spectrum of a discrete ring are a version of
Ranicki’s L-theory.

As the ultimate expression of periodicity, we then enhance our extension of Karoubi’s periodicity to the
following statement in the language of genuine homotopy theory:

Theorem D. The boundary map of the metabolic Poincaré-Verdier sequence provides a canonical equiva-

lence

KR(C, Ϙ[1]) ≃ S
1−� ⊗ KR(C, Ϙ).

Passing to geometric fixed points recovers the result of Lurie that L(C, Ϙ[1]) ≃ S1⊗L(C, Ϙ), whereas the
abstract version of Karoubi periodicty, i.e U(C, Ϙ[2]) ≃ S1 ⊗ V(C, Ϙ), and thus in particular the periodicity
results for the classical Grothendieck-Witt spectra of discrete rings, is obtained by considering the norm
map from the underlying spectrum to the genuine fixed points.

Further applications to rings and parametrised spectra. We start by specialising the abstract results
of the previous section to Grothendieck-Witt spectra of (discrete) rings. In the body of the paper, we will
derive these for E1-ring spectra satisfying appropriate assumptions, but aside from a few comments we
refrain from engaging with this generality here.

Given a ring R, and an invertible R-module with involution M , we constructed in Paper [I] a sequence
of Poincaré structures

Ϙ
q

M
= Ϙ≥∞

M
⟹ ⋯ ⟹ Ϙ

≥m
M

⟹ Ϙ
≥m−1
M

⟹ ⋯ ⟹ Ϙ
≥−∞
M

= ϘsM

on the stable ∞-category Dp(R), ultimately coming from the Postnikov filtration of M tC2 . The genuine
Poincaré structures from the first section appear as Ϙgs = Ϙ≥0

M
, Ϙge

M
= Ϙ≥1

M
and Ϙgq

M
= Ϙ≥2

M
. Recall that these

give rise to the classical symmetric, even and quadratic Grothendieck-Witt spectra of (R,M), whereas
essentially by construction Ϙq

M
and Ϙs

M
give rise to the classical L-spectra of (R,M). This sequence of

Poincaré structures collapses in to a single one if 2 is invertible in R.
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Now, extending the discussion after the Main Theorem we constructed in Paper [I] equivalences of the
form

(Dp(R), (Ϙ≥m
M

)[2]) ≃ (Dp(R), Ϙ≥m+1
−M

).

and entirely similar results hold for the stable subcategories Dc(R) of Dp(R) spanned by those objects
X ∈ Dp(R) with [X] ∈ c ⊆ K0(R), whenever c is a subgroup closed under the involution on K0(R)

induced byM . For exampleDf (R), the smallest stable subcategory ofDp(R) spanned byR[0], corresponds
to the image of ℤ → K0(R), 1 ↦ R. On the L-theory side, the switch between these categories is known
as the change of decoration, whereas it does not affect the positive Grothendieck-Witt groups. Applying
Theorem D we find the following result, which at least for 2 invertible inR proves an unpublished conjecture
of Hesselholt-Madsen:

Corollary E (Genuine Karoubi periodicity). For a (discrete) ring R, an invertible R-module M with invo-

lution, a subgroup c ⊆ K0(R) closed under the involution induced by M , and m ∈ ℤ ∪ {±∞} there are

canonical equivalences

KR(Dc(R), Ϙ≥m
M

) ≃ S
2−2� ⊗ KR(Dc(R), Ϙ≥m−1

−M
).

In particular, the genuine C2-spectra

KR(Dc(R), Ϙs
M
) and KR(Dc(R), Ϙ

q

M
)

are (4 − 4�)-periodic and even (2 − 2�)-periodic if R has characteristic 2.

We also find

KR(Dc(R), Ϙ
gq

M
) ≃ S

2−2� ⊗ KR(Dc(R), Ϙ
ge

−M
) ≃ S

4−4� ⊗ KR(Dc(R), Ϙ
gs

M
)

for any discrete ring R and invertible R-module with involution M , but often more is true: If for example
the norm map MC2

→ MC2 is surjective (i.e. �2i(M
tC2) = 0 for all i ∈ ℤ) we have Ϙ≥2i

M
= Ϙ≥2i+1

M
and

Ϙ
≥2i+1
−M

= Ϙ≥2i+2
−M

, so we obtain

KR(Dc(R), Ϙ
gq

M
) ≃ S

2−2� ⊗ KR(Dc(R), Ϙ
gq

−M
) and KR(Dc(R), Ϙ

gs

M
) ≃ S

2−2� ⊗ KR(Dc(R), Ϙ
gs

−M
).

This applies for example wheneverM is an invertible module over a commutative ringR without 2-torsion
equipped with the sign involution.

In a different direction, the (4 − 4�)- or (2 − 2�)-fold periodicity of

KR(Dc(R), Ϙs
M
) and KR(Dc(R), Ϙ

q

M
)

in fact holds for any complex oriented or real oriented E1-ring R, respectively; we will deduce it in this
generality in the body of the paper, see §4.5.

Let us now turn to the behaviour of Grothendieck-Witt spectra under localisations of rings. As one
application of Corollary C we find:

Corollary F. Let R be a (discrete) ring, M an invertible module with involution over R, c ⊆ K0(R) a

subgroup closed under the involution induced by M , and f, g ∈ R elements spanning the unit ideal. Then

the square

GW(Dc(R), Ϙ≥m
M

) GW(Dim(c)(R[ 1
f
]), Ϙ≥m

M [1∕f ]
)

GW(Dim(c)(R[ 1
g
]), Ϙ≥m

M [1∕g]
) GW(Dim(c)(R[ 1

fg
]), Ϙ≥m

M [1∕fg]
)

is cartesian.

The casem = 0 recovers the affine case of Schlichting’s celebrated Mayer-Vietorisprinciple for Grothendieck-
Witt groups of schemes [Sch10b] and the case m = 1, 2 extends these results from symmetric to even and
quadratic Grothendieck-Witt groups.

Outlook. We will not consider the Grothendieck-Witt theory of schemes in the present paper, as it works
more smoothly when considering Karoubi-Grothendieck-Witt spectra, i.e. the variant of Grothendieck-Witt
theory that is invariant under idempotent completion, just as non-connective K-spectra are better suited
for the study of schemes than connective ones; as explained previously, it is this variant which Schlichting
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considers in [Sch10b] as well. We will develop this extension in Paper [IV] and give a proof of Nisnevich
descent in another upcoming paper [CHN].

We use our main result in the third instalment of this paper series, to deduce dévissage results for the
fibres of localisation maps as in the above square if m = 0, i.e. for symmetric Grothendieck-Witt groups,
under the additional assumption R is a Dedekind domain. In fact, dévissage statements hold naturally for
m = −∞ and we transport them to other classical Grothendieck-Witt spectra by a detailed analysis of the
L-theory spectra involved.

Lastly, we turn to another class of examples of Poincaré ∞-categories, namely those formed by compact
parametrised spectra over a space B. The relevance of these examples is already visible in the equivalences

A(B) ≃ K((Sp∕B)!)

describing Waldhausen’s K-theory of spaces in the present framework. Given a stable spherical fibration
� over B, there are three important Poincaré structures on (Sp∕B)!, the quadratic, symmetric and visible
one, all of whose underlying duality is the Costenoble-Waner functor

E ↦ HomB(E ⊠E,Δ!�);

here ⊠ is the exterior tensor product, Δ∶ B → B × B is the diagonal map, and the subscript denotes the
left adjoint functor to its associated pullback. Then from the isotropy separation square of KR((Sp∕B)!, Ϙr

�
)

with r ∈ {q, s, v} we find:

Corollary G. There are canonical equivalences

GW((Sp∕B)!, Ϙr�) ≃ LAr(B, �)

and in particular

Ω∞−1LAr(B, �) ≃ |Cob((Sp∕B)!, Ϙr
�
)|

for r ∈ {q, s, v}.

Here LAr(B, �) denotes the spectra constructed by Weiss and Williams (under the names LA∙, LA
∙,

and VLA) in their pursuit of a direct combination of surgery theory and pseudo-isotopy theory into a di-
rect description of the spaces G(M)∕Top(M) for closed manifolds M , see [WW14]. This result unites
their work with the recent approaches to the study of diffeomorphism groups at the hands of Galatius and
Randal-Williams [GRW14]. In particular, the second part provides a cycle model for the previously rather
mysterious spectra LAr(B, �) that can be used to give a new construction of Waldhausen’s map

T̃op(M)∕Top(M) ⟶ Wh(M)hC2

along with a new proof of the index theorems of Weiss and Williams. These results will appear in future
work.

In the present paper we only give a small application of the above equivalence in another direction. We
use computations of Weiss and Williams for B =∗ together with the universal properties of GW and L to
determine the automorphism groups of these functors. The result is that

�0Aut(GW) ≅ (C2)
2 and �0Aut(L) ≅ C2

the former spanned by −idGW and id − (hyp◦fgt) and the latter by −idL.

Remark. During the completion of this work on the one hand Schlichting announced results similar to the
corollaries of our main theorem, and some of the applications we pursue in the third instalment of this series
in [Sch19b], though as far as we are aware no proofs have appeared yet. On the other hand the draft [HSV19]
contains a construction of the real algebraic K-theory spectrum in somewhat greater generality than in the
present paper (in particular, not necessarily stable ∞-categories), with a version of Theorem B part ii) as
their main result, albeit using a slightly weaker notion of additivity than the one we use here (resulting in a
logically incomparable result).

However, as far as we are aware, neither of these systematically relates Grothendieck-Witt theory to
L-theory, the main thread of our work.
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Organisation of the paper. In the next section we briefly summarise the necessary results of Paper [I],
providing in particular a guide to the requisite parts. In §1 we study (co)fibre sequences in Catp∞ in detail
and introduce additive and localising functors. The analogous results in the setting of stable ∞-categories,
on which our results are based, are well-known but seem difficult to locate coherently in the literature. We
therefore give a systematic account in Appendix A, without any claim of originality.

The real work of the present paper then starts in §2. It contains the definition of the hermitian Q-
construction and the algebraic cobordism category and proves Theorem A as 2.5.1 and 2.5.3. In §3 we
then generally analyse the behaviour or additive functors Catp∞ → Sp and Catp∞ → S. This leads to very
general versions of Theorem B in 3.3.6, 3.4.5, our Main Theorem in 3.6.7 and Theorem C in 3.7.7. We then
obtain all other results of this introduction as simple consequences in §4, where we specialise the discussion
to the Grothendieck-Witt functor.

Finally, there is a second appendix which establishes two comparison results to other Grothendieck-Witt
spectra, not immediate from the results of [HS21]. They are not used elsewhere in the paper.
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RECOLLECTION

In the present section we briefly recall the parts of Paper [I] that are most relevant for the considerations of
the present paper. We first summarise the abstract features of the theory, and then spell out some examples.
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Poincaré ∞-categories and Poincaré objects. Recall from §[I].1.2 that a hermitian structure on a small
stable ∞-category C is a reduced, quadratic functor Ϙ∶ Cop

→ Sp, see Diagram (1) for a characterisation of
such functors. A pair (C, Ϙ) consisting of this data we call a hermitian ∞-category. These organise into an
∞-category Cath∞ whose morphisms consist of what we term hermitian functors, that is pairs (f, �) where
f ∶ C → D is an exact functor and � ∶ Ϙ ⇒ Φ◦f op is a natural transformation.

To such a hermitian ∞-category is associated its category of hermitian forms He(C, Ϙ), whose objects
consist of pairs (X, q) whereX ∈ C and q is a Ϙ-hermitian form on X, i.e. a point in Ω∞

Ϙ(X), see §[I].2.1.
Morphisms are maps in C preserving the hermitian forms. The core of the category He(C, Ϙ) is denoted
Fm(C, Ϙ) and these assemble into functors

He∶ Cath∞ → Cat∞ and Fm∶ Cath∞ → S.

In order to impose a non-degeneracy condition on the forms in Fm(C, Ϙ), one needs a non-degeneracy
condition on the hermitian∞-category (C, Ϙ) itself. To this end recall the classification of quadratic functors
from Goodwillie calculus: Any reduced quadratic functor uniquely extends to a cartesian diagram

(1)

Ϙ(X) ΛϘ(X)

BϘ(X,X)hC2 BϘ(X,X)tC2

where ΛϘ ∶ Cop
→ Sp is linear (i.e. exact) and BϘ ∶ Cop × Cop

→ Sp is bilinear (i.e. exact in each variable)
and symmetric (i.e. comes equipped with a refinement to an element of Fun(Cop × Cop, Sp)hC2 , with C2

acting by flipping the input variables), see §[I].1.3.
A hermitian structure Ϙ is called Poincaré if there exists an equivalence D∶ Cop

→ C such that

BϘ(X, Y ) ≃ HomC(X,DY )

naturally in X, Y ∈ Cop. By Yoneda’s lemma, such a functor D is uniquely determined if it exists, so we
refer to it as DϘ. By the symmetry of BϘ the functor DϘ then automatically satisfies DϘ◦D

op

Ϙ
≃ idC. Any

hermitian functor (F , �)∶ (C, Ϙ) → (D,Φ) between Poincaré ∞-categories (i.e. hermitian ∞-categories
whose hermitian structure is Poincaré) induces a tautological map

F◦DϘ ⟹ DΦ◦F
op,

see §[I].1.2. We say that (F , �) is a Poincaré functor if this transformation is an equivalence, and Poincaré
∞-categories together with Poincaré functors form a (non-full) subcategory Catp

∞
of Cath

∞
.

Now, if (C, Ϙ) is Poincaré, then to any hermitian form (X, q) ∈ Fm(C, Ϙ) there is tautologically associated
a map

q♯ ∶ X ⟶ DϘX

as the image of q under
Ω∞
Ϙ(X) ⟶ Ω∞BϘ(X,X) ≃ HomC(X,DϘX)

and we say that (X, q) is Poincaré if q♯ is an equivalence. The full subspace of Fm(C, Ϙ) spanned by the
Poincaré forms is denoted by Pn(C, Ϙ) and provides a functor

Pn∶ Catp∞ → S,

which we suggest to view in analogy with the functor Cr ∶ Catex∞ → S taking a stable ∞-category to its
groupoid core. Details about this functor are spelled out in §[I].2.1.

The simplest example of a Poincaré ∞-category to keep in mind is C = Dp(R), where R is a discrete
commutative ring and Dp(R) is the ∞-category of perfect complexes over R (i.e. finite chain complexes
of finitely generated projectiveR-modules), together with the symmetric and quadratic Poincaré structures
given by

Ϙ
q

R
(X) ≃ homR(X ⊗L

R X,M)hC2
and Ϙ

s
R
(X) ≃ homR(X ⊗L

R X,M)hC2 ,

where homR denotes the mapping spectrum of the categoryDp(R) (in other words the spectrum underlying
derived mapping complex ℝHomR). In either case the bilinear part and duality are given by

B(X, Y ) ≃ homR(X ⊗L

R Y , R) and D(X) ≃ ℝHomR(X,R),



14 CALMÈS, DOTTO, HARPAZ, HEBESTREIT, LAND, MOI, NARDIN, NIKOLAUS, AND STEIMLE

which makes both Ϙs
R

and Ϙq
R

into Poincaré structures on Dp(R).
We will discuss further examples in detail below.

Constructions of Poincaré ∞-categories. We next collect a few important structural properties of the ∞-
categories Cath∞ and Catp∞. First of all, by the results of §[I].6.1 they are both complete and cocomplete,
and the inclusion Catp∞ → Cath∞ is conservative, i.e. it detects equivalences among Poincaré ∞-categories.
Furthermore, the forgetful functors

Catp∞ ⟶ Cath∞ ⟶ Catex∞

both possess both adjoints, so preserve both limits and colimits; these are constructed in §[I].7.2 and §[I].7.3.
For the right hand functor the adjoints simply equip a stable ∞-category C with the trivial hermitian struc-
ture 0. For the left hand functor, the left and right adjoints are related by a shift: Denoting the right adjoint
functor by (C, Ϙ) ↦ Pair(C, Ϙ), the left adjoint is given by (C, Ϙ) ↦ Pair(C, Ϙ[−1]), where generally Ϙ[i] de-
notes the hermitian structureΣi◦Ϙ. We refrain at this place from giving the explicit construction of category
Pair(C, Ϙ) since it is somewhat involved, and we shall not need it here.

The following two special cases of this construction will be of great importance. By the above discussion
the left and right adjoint of the composite Catp∞ → Catex∞ agree. They are given by the hyperbolic construc-
tion C → Hyp(C) with underlying category C × Cop and Poincaré structure homC ∶ (C × Cop)op → Sp, see
§[I].2.2. The associated duality is given by (X, Y ) ↦ (Y ,X), and there is a natural equivalence

CrC ≃ PnHyp(C)

implemented by X ↦ (X,X). We denote by

fhyp ∶ Hyp(C) → (D, Ϙ′) and f hyp ∶ (C, Ϙ) → Hyp(D)

the Poincaré functors obtained through these adjunctions from a exact functor f ∶ C → D.
The other important case is the composite of the inclusion Catp∞ → Cath∞ with its left adjoint. This

assigns to a Poincaré ∞-category (C, Ϙ) the metabolic category Met(C, Ϙ), whose underlying category is the
arrow category Ar(C) of C and whose Poincaré structure is given by

Ϙ
met(X → Y ) ≃ f ib(Ϙ(Y ) → Ϙ(X)),

see §[I].2.3. The associated duality is

DϘmet (X → Y ) ≃ f ib(DϘ(Y ) → DϘ(X)) ⟶ DϘ(Y ).

The Poincaré objects in Met(C, Ϙ) are best thought of as Poincaré objects with boundary in the Poincaré
∞-category (C, Ϙ[−1]), which embeds into Met(C, Ϙ) via X ↦ (X → 0), i.e. as the objects with trivial
boundary.

From the various adjunction units and counits there then arises a commutative diagram

Hyp(C)

Hyp(C) (C, Ϙ)

Met(C, Ϙ)

hyp

can

lag met

in Catp∞ for every Poincaré ∞-category; the underlying functors pointing to the right are given by

met(X → Y ) = Y and hyp(X, Y ) = X ⊕ DϘY ,

whereas the other two are given by extending the source and identity functors

s∶ Ar(C) ⟶ C and id∶ C ⟶ Ar(C)

using the adjunction properties of Hyp. Regarding the induced maps after applying Pn, one finds that an
element in (X, q) ∈ �0Pn(C, Ϙ) is in the image of met if it admits a Lagrangian, that is a map f ∶ L → X
such that there is an equivalence f ∗q ≃ 0, whose associated nullhomotopy of the composite

L
f
←←←←←←←→ X ≃ DϘX

DϘf
←←←←←←←←←←←←←←←←←←→ DϘL
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makes this sequence into a fibre sequence in C. Similarly, (X, q) lies in the image of hyp if there is an
equivalence X ≃ L⊕ DϘL which translates the form q into the tautological evaluation form on the target.

Thus the categories Hyp(C) and Met(C, Ϙ) encode the theory of metabolic and hyperbolic forms in (C, Ϙ)
and the remainder of the diagram witnesses that any hyperbolic form has a canonical Lagrangian, from
which it can be reconstructed.

One further property of these constructions that we shall need is that the dualityDϘ equips the underlying
∞-category of (C, Ϙ) with the structure of a homotopy fixed point in Catex∞ under the C2-action given by
taking C to Cop, or in other words the forgetful functorCatp∞ → Catex∞ is C2-equivariant for the trivial action
on the source and the opponing action on the target, see §[I].7.2. As a formal consequence its adjoint Hyp
is equivariant as well, and thus the composite

Catp∞
fgt
←←←←←←←←←←←←→ Catex∞

Hyp
←←←←←←←←←←←←←←←←→ Catp∞

lifts to a functorHyp∶ Catp∞ → (Catp∞)hC2 = Fun(BC2,Cat
p
∞), the category of (naive)C2-objects in Catp∞.

The action map on Hyp(C, Ϙ) is given by the composite

Hyp(C)
f lip
←←←←←←←←←←←←←←→ Hyp(Cop)

Hyp(DϘ)
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→Hyp(C)

and the functor hyp∶ Hyp(C) → (C, Ϙ) is invariant under the action on the source.

We recall from §[I].5.2 that the category Cath∞ admits a symmetric monoidal structure making the func-
tor fgt ∶ Cath∞ → Catex∞ symmetric monoidal for Lurie’s tensor product of stable ∞-categories on the
target. While we do not use the monoidal structure in the present paper, we heavily exploit the follow-
ing: The monoidal structure on Cath∞ is cartesian closed, i.e. Cath∞ admits internal function objects, and
also both tensors and cotensors over Cat∞, see §[I].6.2, §[I].6.4 and §[I].6.3. More explicitly, to hermitian
∞-categories (C, Ϙ) and (D,Φ) and an ordinary category I there are associated hermitian ∞-categories

Funex((C, Ϙ), (D,Φ)), (C, Ϙ)I and (C, Ϙ)I.

connected by natural equivalences

Funex((C, Ϙ)I, (D,Φ)) ≃ Funex((C, Ϙ), (D,Φ))I ≃ Funex((C, Ϙ), (D,Φ)I)

The underlying categories in the outer cases are given by

Funex(C,D) and Fun(I,C)

and their hermitian structures natΦ
Ϙ

and ϘI are given by

f ⟼ nat(Ϙ,Φ◦f op) and f ⟼ lim
Iop
Ϙ◦f op.

This results in particular in equivalences

FmFunex((C, Ϙ), (D,Φ)) ≃ HomCath∞
((C, Ϙ), (D,Φ)), PnFunex((C, Ϙ), (D,Φ)) ≃ HomCat

p
∞
((C, Ϙ), (D,Φ))

and He((C, Ϙ)I) ≃ Fun(I,He(C, Ϙ)),

though Poincaré objects in (C, Ϙ)I are not generally easy to describe. Furthermore, the tensoring construc-
tion is unfortunately far less explicit, and as we only need few concrete details let us refrain from spelling it
out here; for I a finite poset it is described explicitely in Proposition [I].6.5.8. Finally, we note that neither
the tensor nor cotensor construction generally preserve Poincaré ∞-categories, though Lurie exstablished
sufficient criteria which we recorded in §[I].6.6.

Examples of Poincaré ∞-categories. Finally, we discuss the most important examples in detail: Poincaré
structures on module categories and parametrised spectra.

We start with the former. Fix therefore an E1-algebraA over a base E∞-ring spectrum k and a subgroup
c ⊆ K0(A). Consider then the category of compact A-module spectra Mod!A or more generally its full

subcategory ModcA spanned by all thoseX ∈ Mod!A with [X] ∈ c ⊆ K0(A). For example ModfA = Mod
⟨A⟩
A

is the stable subcategory ofModA spanned byA itself. For the reader mostly interested in the applications to
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discrete rings we recall that any discrete ring R gives rise to such data, via the Eilenberg-Mac Lane functor
H∶ Ab⟶ Sp, which is lax symmetric monoidal and therefore induces a functor

Ring ⟶ AlgE1(ModHℤ)

In this way, any discrete ring may be regarded as an E1-algebra over Hℤ. There are, furthermore, equiva-
lences

Mod!
HR ≃ Dp(R) and ModfHR ≃ Df (R),

where Dp(R) denotes the full subcategory of the derived ∞-category D(R) of R spanned by the perfect
complexes, i.e. finite chain complexes of finitely generated projectiveR-modules and Df (R) is the full sub-
category spanned by the finite chain complexes of finite free R-modules. In this regime the reader should
keep in mind, that terms such as ⊗Hℤ or HomHR will evaluate to the functors⊗L

ℤ
and ℝHomR.

Hermitian structures on the categoriesModcA are generated byA-modules with genuine involution (M,N, �);
let us go through these ingredients one by one, compare §[I].3.2. The first entry M is what we term an A-
module with (naive) involution: An A⊗kA-module, equipped with the structure of a homotopy fixed point
in the category ModA⊗kA

under the C2-action flipping the two factors, see §[I].3.1.
In the case of a discrete ringR, the simplest examples of such a structure is given by a discreteR⊗ℤR-

module M , and a selfmap M → M , that squares to the identity on M and is semilinear for the flip map
of R⊗ℤ R. If R is a ring equipped with an anti-involution �, then M = R is a valid choice by using � to
turn the usual R ⊗ℤ R

op-module structure on R into an R ⊗ℤ R-module structure. The involution on R
can then be chosen as � or −� (or �� for any other central unit � with �(�) = �−1).

The additional data of a module with genuine involution consists of an A-module spectrum N , and an
A-linear map � ∶ N →M tC2 ; to make sense of the latter term, note that upon forgetting the A⊗kA-action,
the involution equips M with the structure of a (naive) C2-spectrum (or even k-module spectrum). The
spectrumM tC2 then becomes an (A⊗k A)

tC2-module via the lax monoidality of the Tate construction and
from here obtains an A-module structure on M tC2 by pullback along the Tate diagonal A → (A⊗k A)

tC2 ,
which is a map of E1-ring spectra, see [NS18, Chapter III.1] for an exposition of the Tate diagonal in the
present language. Let us immediately warn the reader that the Tate diagonal is not generally k-linear for
the k-module structure on (A ⊗k A)

tC2 arising from the unit map k → (k ⊗k k)
tC2 = ktC2 , as this map is

usually different from the Tate-diagonal of k (in particular, this is the case for k = Hℤ by [NS18, Theorem
III.1.10]).

Even if only interested in discreteR, one therefore has to leave not only the realm of discreteR-modules
to form the Tate construction, but even the realm of derived categories, as no replacement for the Tate di-
agonal can exist in that regime.

The hermitian structure associated to a module with genuine involution (M,N, �) as described above is
given by the pullback

Ϙ
�
M
(X) homA(X,N)

homA⊗kA
(X ⊗k X,M)hC2 homA⊗kA

(X ⊗k X,M)tC2 homA(X,M
tC2)

�∗

≃

where the C2-action on homA⊗kA
(X ⊗k X,M) is given by flipping the factors in the source and the invo-

lution on M . It is a Poincaré structure on Mod!A if M restricts to an object of Mod!A under either inclusion
A → A⊗k A, and furthermoreM is invertible, i.e. the natural map

A → homA(M,M)

is an equivalence. In this case the associated duality is given by X ↦ homA(X,M) regarded as an A-
module via the extraneousA-module structure on M , see again §[I].3.1. Given a subgroup c ∈ K0(A) one
obtains a Poincaré structure on ModcA if in addition c is closed under the duality on K0(A) induced by M .
In the example of ModfA this translates to M ∈ ModfA.
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With the preliminaries established let us give some concrete examples. We shall restrict to the special
case of discrete rings here for ease of exposition. So assume given a discrete ringR and a discrete invertible
R⊗ℤR-moduleM with involution, that is finitely generated projective (or stably free, as appropriate) when
regarded as an element of D(R) via either inclusion of R into R⊗ℤ R; note that invertibility includes the
condition that Exti

R
(M,M) = 0 for all i > 0.

Generalising the simple case discussed in the first part, associated to this data are most easily defined the
quadratic and symmetric Poincaré structures Ϙq

M
and Ϙs

M
given by

Ϙ
q(X) = homR⊗L

ℤ
R(X ⊗L

ℤ
X,M)hC2

and Ϙ
s(X) = homR⊗L

ℤ
R(X ⊗L

ℤ
X,M)hC2

which correspond to the modules with genuine involution

(M, 0, 0) and (M,M tC2 , id),

respectively. Interpolating between these, we have the genuine family of Poincaré structures Ϙ≥i
M

corre-
sponding to the modules with genuine involution (M, �≥iM

tC2 , �≥iM
tC2 → M tC2 ) for i ∈ ℤ. As already

done in the introduction we shall often include the quadratic and symmetric structures via i = ±∞ to fa-
cilitate uniform statements. These intermediaries are important mostly since they contain the following
examples: The functors

QuadM , EvM , and SymM ∶ Proj(R)op ⟶ Ab

assigning to a finitely generated projective module its abelian group ofM-valued quadratic, even or symmet-
ric forms, respectively, admit animations (or non-abelian derived functors in more classical terminology)
which we term

Ϙ
gq

M
, Ϙ

ge

M
and Ϙ

gs

M
∶ Dp(R)op ⟶ Sp,

respectively. One of the main results of Paper [I] is that there are equivalences

Ϙ
gq

M
≃ Ϙ≥2

M
, Ϙ

ge

M
≃ Ϙ≥1

M
and Ϙ

gs

M
≃ Ϙ≥0

M
,

see §[I].4.2. It is also not difficult to see that no further members of the genuine family arise as animations
of functors Proj(R) → Ab.

Turning to a different kind of example consider the categories SpB = Fun(B, Sp) for some B ∈ S.
Entirely parallel to the discussion above, one can derive hermitian structures on the compact objects of SpB
from triples (M,N, �)withM ∈ (SpB×B)

hC2 and � ∶ N → (Δ∗M)tC2 a map in SpB , whereΔ∶ B → B×B
is the diagonal, §[I].4.4. The most important examples of such functors are the visible Poincaré structures
Ϙ
v
�

given by the triples

(Δ!�, �, u∶ � → (Δ∗Δ!�)
tC2),

where � ∶ B → Pic(S) is some stable spherical fibration over B, where Δ! ∶ SpB → SpB×B is the left
adjoint to Δ∗ and where u is the unit of this adjunction (which factors through � → (Δ∗Δ!�)

hC2 since Δ

is invariant under the C2-action on B × B). These hermitian structures are automatically Poincaré with
associated duality given by

X ⟼ homB(X,Δ!�),

the Costenoble-Waner duality functor twisted by �. The reason these are so important is that any closed
manifolds M defines an very interesting element, its visible symmetric signature, in Pn(Sp!M , Ϙ

v
�), where

� ∶ M → Pic(S) is its stable normal bundle.

As a common special case of the previous examples, let us finally mention the universal Poincaré struc-
ture Ϙu on Sp! = Mod!

S
from §[I].4.1: It is associated to the triple (S,S,S → StC2), with structure map the

unit of StC2 , which happens to agree with the Tate diagonal in this special case. The Poincaré ∞-category
(Sp!, Ϙu) represents the functors Pn and Fm, i.e. for every Poincaré ∞-category (C, Ϙ) and every hermitian
∞-category (D,Φ) there are equivalences

HomCat
p
∞
((Sp!, Ϙu), (C, Ϙ)) ≃ Pn(C, Ϙ) and HomCath∞

((Sp!, Ϙu), (D,Φ)) ≃ Fm(D,Φ)

natural in the input.
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1. POINCARÉ-VERDIER SEQUENCES AND ADDITIVE FUNCTORS

In this section we study the analogue of (split) Verdier sequences in the context of Poincaré∞-categories,
as well as their analogue for idempotent complete Poincaré ∞-categories, which, following a suggestion
of Clausen and Scholze, we call Karoubi sequences. In particular, our terminology differs from that of
Blumberg-Gepner-Tabuada [BGT13]; see Appendix A for a thorough discussion.

After developing the example of module ∞-categories in some detail, we proceed to introduce the no-
tions of additive, Verdier-localising and Karoubi-localising functors Catp∞ → E, encoding the preservation
of an increasing number of such sequences, or rather, in the general not necessarily stable context, of a mild
generalisation thereof in the form of certain cartesian and cocartesian squares in Catp

∞
. These three no-

tions we introduce correspond loosely to satisfying Waldhausen’s additivity theorem, Quillen’s localisation
theorem and Bass’ strengthening thereof.

The notion of an additive functor from Catp∞ to Sp is central in our work, since it essentially abstracts
the additivity properties enjoyed by our main subject of interest, the functor GW ∶ Catp∞ → Sp (only
to be defined in Definition 4.2.1); it is the universal such additive functor with a transformation from the
functor Pn, space of Poincaré forms. Analogously to K-theory, the functor GW turns out to be furthermore
Verdier-localising, justifying as well the study of that notion. Finally, just as non-connective K-theory
relates to K-theory, the search for a Karoubi-localising approximation of GW will yield in Paper [IV] the
Karoubi-Grothendieck-Witt spectrum functor GW.

In the present section we only give the very basic properties of such functors, as the only immediately
interesting examples are the space valued functors Cr and Pn. After §2 introduces more interesting exam-
ples, we return to a detailed study of additive functors in §3. The study of Karoubi-localising functors will
be taken up in Paper [IV].

1.1. Poincaré-Verdier sequences. As the basis for our study we require a rather detailed analysis of Verdier
sequences in the set-up of stable ∞-categories. Essentially all of the results we need are well-known to
the experts. To keep the exposition brief we have largely collected such statements and their proofs into
Appendix A, the focus of the present section being on incorporating Poincaré structures.

A sequence

(2) C
f
←←←←←←←→ D

p
←←←←←←→ E

in Catex∞ with vanishing composite is a Verdier sequence (Definition A.1.1) if it is both a fibre and a cofibre
sequence in Catex∞, in which case we refer to f as a Verdier inclusion and to p as a Verdier projection. We
also say that (2) is split (Definition A.2.4) if p or equivalently f admits both adjoints.

1.1.1. Definition. A sequence

(3) (C, Ϙ)
(f,�)
←←←←←←←←←←←←←←←←←←←→ (D,Φ)

(p,#)
←←←←←←←←←←←←←←←←←←→ (E,Ψ)

of Poincaré functors with vanishing composite is called a Poincaré-Verdier sequence if it is both a fibre
sequence and a cofibre sequence in Catp∞, in which case we call (f, �) a Poincaré-Verdier inclusion and
(p, #) a Poincaré-Verdier projection. We shall say that (3) is split if the underlying Verdier sequence splits.

1.1.2. Remark. As explained in Remark A.1.2, the (pointwise) condition of the composite vanishing implies
that sequence (2) extends to a commutative square

C D

{0} E

f

p

in an essentially unique manner and the condition that it forms a Verdier sequence amounts to this square
being both cartesian and cocartesian in Catex∞. If Ϙ, Φ and Ψ are now Poincaré structures on C ,D and E

respectively, then, since Ψ(0) ≃ 0 ∈ Sp, any null functor carries an essentially unique hermitian structure,
and this hermitian structure is automatically Poincaré since the duality on E preserves zero objects. Thus,
a sequence of Poincaré functors with null composite uniquely extends to a commutative square as above
of Poincaré ∞-categories, and the condition of being Poincaré-Verdier is the condition that this square is
cartesian and cocartesian in Catp∞.
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1.1.3. Observation. Since the forgetful and hyperbolic functors are both-sided adjoints to one another, we

immediately find that the underlying sequenceC → D → E of a (split) Poincaré-Verdier sequence is a (split)

Verdier sequence, and that the hyperbolisation of any (split) Verdier sequence is a (split) Poincaré-Verdier

sequence.

We now proceed to consider Poincaré-Verdier sequences more closely. To begin, recall that the inclusion
Catp∞ → Cath∞ preserves both limits and colimits (Proposition [I].6.1.4), and since it is also conservative
we get that it detects limits and colimits. We may hence test if a given sequence of Poincaré ∞-categories
is a (co)fibre sequence at the level of Cath∞. In addition, the projection Cath∞ → Catex∞ preserves small
limits and colimits (Lemma [I].6.1.2), and is a bicartesian fibration with backwards transition maps given
by restriction and forward transition maps given by left Kan extensions. This means that limits in Cath∞ are
computed by first taking the limit D of underlying stable ∞-categories, then pulling back all the quadratic
functors to Dop, and finally calculating the limit of the resulting diagram in the ∞-category of quadratic
functors on Dop. Similarly, colimits are computed by first computing the colimit D of underlying stable
∞-categories, then left Kan extending all the quadratic functors toDop, and finally calculating the colimit of
the resulting diagram in the ∞-category of quadratic functors on Dop. We also note that limits and colimits
in Funq(Dop, Sp), i.e. of quadratic functors, can be computed in Fun(Dop, Sp), see Remark [I].1.1.15.

1.1.4. Proposition. Let

(4) (C, Ϙ)
(f,�)
←←←←←←←←←←←←←←←←←←←→ (D,Φ)

(p,#)
←←←←←←←←←←←←←←←←←←→ (E,Ψ)

be a sequence in Catp∞ with vanishing composite. Then the following holds:

i) The sequence (4) is a fibre sequence in Catp∞ if and only if its image in Catex∞ is a fibre sequence and

� ∶ Ϙ → f ∗Φ is an equivalence.

ii) The sequence (4) is a cofibre sequence in Catp∞ if and only if its image in Catex∞ is a cofibre sequence

and #∶ Φ → p∗Ψ exhibits Ψ∶ Eop
→ Sp as the left Kan extension of Φ along pop.

iii) It is a Poincaré-Verdier sequence if and only if its image in Catex∞ is a Verdier sequence, and the

Poincaré structures on C and E are obtained from that of D by pullback and left Kan extension, re-

spectively.

Proof. Specialising the preceding discussion to the case of squares with one corner the zero Poincaré ∞-
category gives that (4) is a fibre sequence in Catp∞ if and only if its image in Catex∞ is a fibre sequence and
Ϙ → f ∗Φ → f ∗p∗Ψ is a fibre sequence in Fun(Cop, Sp), which, since f ∗p∗Ψ ≃ 0, just means that the map
Ϙ → f ∗Φ is an equivalence. This proves i).

Similarly, (4) is a cofibre sequence in Catp∞ if and only if its image in Catex∞ is a cofibre sequence and
p!f!Ϙ → p!Φ → Ψ is a cofibre sequence of quadratic functors, which, since p!f!Ϙ

′′ ≃ 0 just means that the
map p!Φ → Ψ is an equivalence, so that we get ii). �

Combining this Proposition with Proposition A.1.9 which states that an exact functor C → D between
stable ∞-categories is a Verdier inclusion if and only if it is fully faithful and its essential image is closed
under retracts in D, we get:

1.1.5. Corollary. A Poincaré functor (f, �)∶ (C, Ϙ) → (D,Φ) is a Poincaré-Verdier inclusion if and only if

f is fully-faithful, its essential image is closed under retracts, and the map � ∶ Ϙ→ f ∗Φ is an equivalence.

To state the analogous corollary concerning Poincaré-Verdier projections, let us first stress that we take
the localisation D[W −1] of an ∞-category D at a set W of morphisms to mean the initial ∞-category
under D in which the morphisms from W become invertible. Beware that we differ in our use of the
term localisation from Lurie, who requires the existence of adjoints to the functor D → D[W −1]. See
Lemma A.2.3 for the precise relationship between the two notions.

Given an exact functor C → D, the Verdier quotient D∕C of D by C is the localisation of D with respect
to the collection of maps whose fibre is in smallest stable subcategory containing the essential image of f
(see Definition A.1.3).

By [NS18, Theorem I.3.3(i)] D∕C is again a stable ∞-category and the tautological functor D → D∕C

is exact. For a further discussion of Verdier quotients, we refer the reader to §A.1. The main output of the
discussion there is Proposition A.1.6, which shows that an exact functor is a Verdier projection if and only
if it is a localisation. Combining this with Proposition 1.1.4, we get:
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1.1.6. Corollary. A Poincaré functor (p, #)∶ (D,Φ) → (E,Ψ) is a Poincaré-Verdier projection if and only

if p∶ D → E is a localisation and Φ → p∗Ψ exhibits Ψ as the left Kan extension of Φ along p.

1.1.7. Example. If p∶ D → E is a Verdier projection and Φ is a Poincaré structure on D then the hermitian
structure p!Φ on E and the tautological hermitian refinement of p are Poincaré if and only if ker(p) is
invariant under the duality, and in this case

(ker(p),Φ) ⟶ (D,Φ) ⟶ (E, p!Φ).

is a Poincaré-Verdier sequence.
Indeed, if p!Φ and p are Poincaré, then it is immediate that ker(p) is closed under the duality. Conversely

if ker(p) is closed under the duality, then, since the forgetful functor Catp∞ → Catex∞ preserves colimits, the
cofibre of the inclusion (ker(p),Φ) → (D,Φ) in Catp∞ must be equivalent to a Poincaré ∞-category of the
form (E,Ψ) for some Poincaré structure on E equipped with a Poincaré functor (p, #)∶ (D,Φ) → (E,Ψ).
The latter is then a Poincaré-Verdier projection by construction and by Proposition 1.1.4 ii) the natural
transformation p!Φ → Ψ determined by # must be an equivalence, and so the desired properties of p!Φ
follow.

1.1.8. Remark. The left Kan extension of a functor Ϙ∶ Cop
→ Sp along (the opposite of) an exact functor

p∶ C → D is given by g∗Ϙ (along with the transformation Ϙ → p∗g∗Ϙ induced by the co-unit), whenever p
admits a left adjoint g.

Even if this is not the case, however, the left Kan extension p!Ϙ can always be computed using the
following trick (cf. Lemma [I].1.4.1). Consider the commutative square

Cop Ind(Cop)

Dop Ind(Dop)

pop Ind(pop)

Since p is exact the functor Ind(pop)∶ Ind(Cop) → Ind(Dop) preserves all colimits and as its target is
presentable it admits a right adjoint g̃∶ Ind(Dop) → Ind(Cop) and the left Kan extension p!Ϙ∶ D → Sp is
given by the composite

Dop
⟶ Ind(Dop)

g̃
←←←←←←→ Ind(Cop)

Ind(Ϙ)
←←←←←←←←←←←←←←←←←←←←←←←→ Ind(Sp)

colim
←←←←←←←←←←←←←←←←←←←←→ Sp.

Since Dop
→ Ind(Dop) is fully faithful p!Ϙ is the restriction of left Kan extension of Ϙ to Ind(Dop). By

commutativity of the above square this is equivalent to the left Kan extension along Ind(pop) of the left Kan
extension Ϙ̃∶ Ind(Cop) → Sp of Ϙ to Ind(Cop), which in turn is given explicitly as the composite

Ϙ̃∶ Ind(Cop)
Ind(Ϙ)
←←←←←←←←←←←←←←←←←←←←←←←→ Ind(Sp)

colim
←←←←←←←←←←←←←←←←←←←←→ Sp.

Finally, left Kan extensions along Ind(pop) are given by restriction along g̃ by adjunction, which results in
the claimed formula.

By [NS18, Theorem I.3.3] the composite Dop
→ Ind(Cop) takes p(c) to colimx∈(ker(p)c∕)

op f ib(c → x),
where the fibre is formed in C (as opposed to Cop). Ultimately the above procedure therefore results in the
formula

(p!Ϙ)(p(d)) ≃ colim
c∈(ker(p)d∕)

op
Ϙ(f ib(d → c))

for the left Kan extension of Ϙ.

1.2. Split Poincaré-Verdier sequences and Poincaré recollements. We turn to split Poincaré-Verdier
sequences, which are by definition Poincaré-Verdier sequences in which the underlying Verdier sequence is
split. Let us therefore mention from Lemma A.2.5 that a sequence

(5) C
f
←←←←←←←→ D

p
←←←←←←→ E

in Catex∞ with vanishing composite is a split Verdier sequence if and only if it is a fibre sequence and p admits
fully faithful left and right adjoints, if and only if it is a cofibre sequence and f is fully faithful and admits
left and right adjoints. Furthermore, this notion is equivalent to that of a stable recollement.

In the context of Poincaré ∞-categories, one of the adjoints in fact, implies the existence of the others:
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1.2.1. Observation. The underlying functor p of a Poincaré functor admits a left adjoint if and only if it

admits a right adjoint.

For a left or right adjoint to p gives a right or left adjoint to pop, respectively, but p and pop are naturally
equivalent by means of the dualities in source and target.

With this at hand, we derive the following criterion to recognise split Poincaré-Verdier sequences.

1.2.2. Proposition. Let

(6) (C, Ϙ)
(f,�)
←←←←←←←←←←←←←←←←←←←→ (D,Φ)

(p,#)
←←←←←←←←←←←←←←←←←←→ (E,Ψ)

be a sequence in Catp∞ with vanishing composite. Then the following holds:

i) Suppose that (6) is a fibre sequence in Catp∞. Then (6) is a split Poincaré-Verdier sequence if and only

if p admits a fully faithful left adjoint g and the transformation

g∗Φ
g∗#
⟹ g∗p∗Ψ

u∗

⟹ Ψ

is an equivalence, where u∶ idC ⇒ pg denotes an adjunction unit.

ii) Suppose that (6) is a cofibre sequence in Catp∞. Then (6) is a split Poincaré-Verdier sequence if and

only if f is fully faithful, � ∶ Ϙ → f ∗Φ is an equivalence, and f admits a right adjoint.

Proof. Assume that (6) is a fibre sequence in Catp∞, hence its image in Catex∞ is a fibre sequence as well. By
the previous observation, the existence of a left adjoint to p implies that of a right adjoint, so the underlying
sequence of stable ∞-categories is a split Verdier-sequence if and only if p admits a fully faithful left
adjoint g ∶ E → D. In this case it follows from Remark 1.1.8 that g∗Φ is a left Kan extension of Φ and the
transformation from the statement is the extension of #. Thus Ψ is a left Kan extension of Φ if and only if
it is an equivalence, which gives the claim by Proposition 1.1.4.

The second item is immediate from Observation 1.2.1 and Proposition 1.1.4 i). �

1.2.3. Corollary.

i) A Poincaré functor (f, �)∶ (C, Ϙ) → (D,Φ) is a split Poincaré-Verdier inclusion if and only if f is

fully faithful, admits a right adjoint, and the map � ∶ Ϙ → f ∗Φ is an equivalence.

ii) A Poincaré functor (p, #)∶ (D,Φ) → (E,Ψ) is a split Poincaré-Verdier projection if and only if p

admits a fully faithful left adjoint g and the composite transformation g∗Φ
g∗#
⟹ g∗p∗Ψ

u∗

⟹ Ψ is an

equivalence.

1.2.4. Remark. By means of the equivalence g∗Φ ≃ Ψ the left adjoint g to a Poincaré-Verdier projection
p∶ (D,Φ) → (E,Ψ) automatically becomes an hermitian functor (E,Ψ) → (D,Φ) (which is usually not
Poincaré). One readily checks that the unit gives an equivalence of hermitian functors id(E,Ψ) ⇒ pg, making
g a section of p in Cath∞.

In fact, granting that the ∞-categories He(Funex((D,Φ), (E,Ψ))) provide a Cat∞-enrichment to Cath∞ (a
fact we will neither prove nor even make precise here), the adjunction between g and p is an enriched one,
i.e. its unit idE ⇒ gp and counit pg ⇒ idD canonically promote to objects in He(Funex((E,Ψ), (E,Ψ))) and
He(Funex((D,Φ), (D,Φ))), such that the triangle identities hold in these ∞-categories.

Conversely, the existence of such an enriched left adjoint to p, whose unit is an equivalence, is readily
checked to amount precisely to the conditions of Corollary 1.2.3 ii).

Similarly, the existence of an enriched right adjoint with counit an equivalence, boils down to precisely
the conditions in i) above, and therefore detects split Poincaré-Verdier inclusions; in particular, the counit
always provides the right adjoint to a Poincaré-Verdier inclusion with an hermitian structure (which is again
usually not Poincaré).

We warn the reader that the analogous statements involving the right adjoint to a Poincaré-Verdier projec-
tion and the left adjoint to a Poincaré-Verdier inclusion fail entirely; for instance in the metabolic Poincaré-
Verdier sequence of Example 1.2.5 below, the only hermitian refinement of the right adjoint to the projection
is null, and so certainly does not give rise to a splitting of p.

The following is the most important example of a split Poincaré-Verdier sequence. It is in fact universal
by Theorem 1.2.9 below and will be fundamental to several results we prove:
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1.2.5. Example. For any Poincaré ∞-category (C, Ϙ) the sequence

(C, Ϙ[−1]) ⟶ Met(C, Ϙ)
met
←←←←←←←←←←←←←←→ (C, Ϙ)

is a split Poincaré-Verdier sequence, the metabolic fibre sequence; the left hand Poincaré functor is given
by sending x to x→ 0, together with the identification ΩϘ(X) ≃ f ib(Ϙ(0) → Ϙ(x)).

Proof. The underlying sequence of stable ∞-categories, described in detail in Proposition A.2.11, is a split
Verdier sequence. The sequence is a fibre sequence in Catp∞ by Proposition 1.1.4 i). To see that it is a split
Poincaré-Verdier sequence apply Proposition 1.2.2 using the fully faithful left adjoint to met given by the
exact functor g ∶ C → Met(C) sending x to 0 → x. �

In the remainder of this section, we provide an analogue of the classification of split Verdier-projections,
i.e. that they arise as pullbacks of the target functor t∶ Ar(C) → C. The role of this universal split Verdier
projection is played by the metabolic Poincaré-Verdier sequence above. To this end we first record:

1.2.6. Corollary. A pullback of a split Poincaré-Verdier projection is again a split Poincaré-Verdier pro-

jection.

Proof. From Corollary A.2.7 we know that the underlying functor of the pullback is again a split Verdier
projection. Thus it remains to analyse the Poincaré structures, where the claim is a straight-forward conse-
quence of Corollary 1.2.3. �

Now, recall that for a split Verdier sequence

C
f
←←←←←←←→ D

p
←←←←←←→ E

with adjoints g ⊣ f ⊣ g′ and q ⊣ p ⊣ q′, the (co)units fit into fibre sequences

fg′ ⟹ idD ⟹ q′p and qp⟹ idD ⟹ fg,

see Lemma A.2.5. Furthermore, there is a canonical equivalence gq′ ≃ ΣCg
′q and denoting this functor

c∶ E → C there results a cartesian square

(7)

D Ar(C)

E C,

g→cp

p t

c

cf. Proposition A.2.11. We now set out to show that this diagram canonically upgrades to a pullback in
Catp∞, when extracted from a Poincaré-Verdier sequence

(C, Ϙ)
f
←←←←←←←→ (D,Φ)

p
←←←←←←→ (E,Ψ).

We need:

1.2.7. Lemma. For a split Verdier sequence C
f
←←←←←←←→ D

p
←←←←←←→ E and an hermitian structure Φ on D such that

BΦ(q(e), f (c)) ≃ 0 for every c ∈ C and e ∈ E, the fibre sequence

qp(d) ⟶ d ⟶ fg(d)

induces a fibre sequence

Φ(fg(d)) ⟶ Φ(d) ⟶ Φ(qp(d))

of spectra.

The assumption of the lemma is satisfied for all Poincaré-Verdier sequences (C, Ϙ)
f
←←←←←←←→ (D,Φ)

p
←←←←←←→ (E,Ψ)

since then

BΦ(q(e), f (c)) ≃ HomD(q(e),DΦf (c)) ≃ HomD(q(e), f (DϘc)) ≃ HomE(e, pf (DϘc)) ≃ 0.
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Proof. From Example [I].1.1.21 we find the fibre of Φ(d) → Φ(qp(d)) equivalent to the total fibre of the
diagram

Φ(d) Φ(qp(d))

BΦ(qp(d), d) BΦ(qp(d), qp(d)).

The fibre of the lower horizontal map is BΦ(qp(d), fg(d)) which vanishes by assumption. �

We will next equip the horizontal functors of (7) with hermitian structures.

1.2.8. Construction. Given a split Verdier sequence C
f
←←←←←←←→ D

p
←←←←←←→ E and an hermitian structure Φ on D such

that BΦ(q(e), f (c)) ≃ 0, denote by Ϙ its restriction to C and by Ψ its left Kan extension to E. We thus find

Φ(fg(d)) ≃ Ϙ(g(d)) and Φ(qp(d)) ≃ Ψ(p(d))

so that the fibre sequence of lemma 1.2.7 gives a natural equivalence

Φ ≃ fib
(
p∗Ψ → g∗Ϙ[1]

)
.

Applying the unit transformation u ∶ idD → q′p we obtain a commutative diagram

(8)

Φ(q′p(d)) Ψ(pq′p(d)) Ϙ
[1](gq′p(d))

Φ(d) Ψ(p(d)) Ϙ
[1](g(d))

whose rows are fibre sequences. By the triangle identities the unit p(d) → pq′p(d) is an equivalence, since
it is a one-sided inverse to the counit, which is an equivalence as q′ is fully faithful. Thus the middle vertical
arrow in (8) is an equivalence.

It follows that the natural transformation p∗Ψ → g∗Ϙ[1] factors naturally through the maps (gq′p)∗Ϙ[1] →
g∗Ϙ[1] induced by the unit of p ⊢ q′. But since pop is a localisation this factorisation

Ψ◦pop = p∗Ψ ⟶ (gq′p)∗Ϙ[1] =
(
(gq′)∗Ϙ[1]

)
◦pop

can be regarded as a natural transformation

� ∶ Ψ → (gq′)∗Ϙ[1]

providing the desired hermitian structure to the functor c = gq′ ∶ E → C.
The diagram (8) also provides an equivalence

cof
[
(q′p)∗Φ ⇒ Φ

]
≃ fib

[
(gq′p)∗Ϙ[1] ⇒ g∗Ϙ[1]

]
,

so in particular, a natural transformation

� ∶ Φ → (g → cp)∗(Ϙ[1])met .

Furthermore, the diagram

(9)

Φ (g → cp)∗(Ϙ[1])met

p∗Ψ (cp)∗Ϙ[1]

�

met

�

commutes by construction.

In total, we obtain a commutative diagram

(D,Φ) Met(C, Ϙ[1])

(E,Ψ) (C, Ϙ[1])

(g→cp,�)

p met

(c,�)
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in Cath∞. At the level of underlying stable ∞-categories it is cartesian by Proposition A.2.11. Furthermore,
the diagram (9) is also cartesian: By (8) both vertical cofibres are given by g∗Ϙ[1], connected by the identity.
We conclude that the diagram above is cartesian in Cath∞.

The following is then the main result of the present section:

1.2.9. Theorem. The commutative square

(D,Φ) Met(C, Ϙ[1])

(E,Ψ) (C, Ϙ[1])

(g→cp,�)

p met

(c,�)

is a cartesian square in Catp∞ for every split Poincaré-Verdier sequence

(C, Ϙ)
f
←←←←←←←→ (D,Φ)

p
←←←←←←→ (E,Ψ).

Proof of Theorem 1.2.9. As limits in Catp∞ are detected in Cath∞ by Proposition [I].6.1.4 it only remains to
show that the horizontal arrows are Poincaré functors, i.e. that they preserve the dualities. It suffices to treat
the top arrow, since the lower one is obtained by forming cofibres (with respect to the canonical maps from
(C, Ϙ)), and Catp∞ is closed under colimits in Cath∞ by Proposition [I].6.1.4. Recall then that generally

DϘmet (f ∶ x→ y) ≃
[
DϘ cof(f ) → DϘy

]
,

whence it remains to check that the maps

g(DΦd) ⟶ D
Ϙ[1] cof(g(d) → cp(d)) and cp(DΦd) ⟶ D

Ϙ[1] (cp(d))

induced by � are equivalences. But through the fibre sequence fg′ ⇒ idD ⇒ q′p the target of the left hand
map becomes

DϘgfg
′(d) ≃ g′fg(DΦd),

and unwinding definitions, the map induced by � is given by the unit of f ⊢ g′, which is an equivalence
since f is fully faithful. Similarly, the target of the second map is given by

ΣCDϘgq
′p(d) ≃ ΣCg

′qp(DΦd)

and the map in question unwinds to an instance of the natural equivalence gq′ ⇒ ΣCg
′q constructed before

Proposition A.2.11. �

1.2.10. Remark. Using the identification c ≃ ΣCg
′q a lengthy diagram chase shows that the composite

Ψ
�
←←←←←←→ c∗Ϙ[1] ≃ ΣSp◦ (g′q)∗Ϙ◦ ΩCop ⟶ (g′q)∗Ϙ

is given by the composite of the two canonical hermitian structures carried by the functors g′ and q, see
Remark 1.2.4.

The uniqueness of the classifying map in Theorem 1.2.9 is implied by the following hermitian analogue
of Proposition A.2.13:

1.2.11. Proposition. Given a split Verdier sequence C → D → E and an hermitian structure Φ on D

such that BΦ(q(e), f (c)) ≃ 0 for all c ∈ C and e ∈ E. Then for every hermitian ∞-category (C′, Ϙ′) the

full subcategory of Funex((D,Φ),Met(C′, Ϙ′[1])) spanned by the pairs (F , �) that give rise to adjointable

squares

D Ar(C′)

E C′

F

t

F

on underlying ∞-categories is equivalent to Funex((C, Ϙ), (C′, Ϙ′)) as an hermitian ∞-category via restric-

tion to horizontal fibres, where Ϙ denotes the restriction of Φ to C.
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Here, adjointability refers to the diagrams formed by passing to vertical left or right adjoints commuting,
see [Lur09a, §7.3.1] for a detailed discussion of such squares.

Given Proposition A.2.13 one might expect an hermitian version of adjointability to appear in the present
statement; this is simply implied by the adjointability at the level of underlying categories, essentially since
a morphism in Funh((C, Ϙ), (D,Φ)) is invertible if and only if its image in Funex(C,D) is.

1.2.12. Corollary. The horizontal maps in Theorem 1.2.9 are determined up to contractible choice by yield-

ing a pullback on underlying stable ∞-categories and inducing the identity functor on the vertical fibre

(C, Ϙ).

Put differently met ∶ Met(C, Ϙ[1]) → (C, Ϙ[1]) is the universal Poincaré-Verdier projection with fibre
(C, Ϙ).

Proof. Note first that the lower horizontal map in Theorem 1.2.9 is uniquely determined by the upper one
through the universal property of Poincaré-Verdier quotients. Thus to apply Proposition 1.2.11 it only re-
mains to note that cartesian squares with vertical Verdier projections are adjointable. This is easy to check
directly and also contained in Proposition A.3.15. �

Proof of Proposition 1.2.11. On underlying∞-categories the restriction functor is an equivalence by Propo-
sition A.2.13. It therefore suffices to show that the restriction map

nat
(
Φ, Ϙ′

[1]
met◦F

op
)
⟶ nat

(
Ϙ, Ϙ′◦F op

)

is an equivalence of spectra for every F ∶ D → Ar(C′). To see this, note that adjointability naturally
identifies F with the functor taking d to the arrow Gg(d) → Gcp(d), where G∶ C → C′ is the functor
induced by F on vertical fibres. Since therefore

Ϙ
′[1]
metF (d) ≃ f ib

(
Ϙ
[1](Gcp(d)) → Ϙ[1](Gg(d))

)
,

the source of the map in question is equivalent to the fibre of

nat
(
Φ, Ϙ′

[1]
◦(Gcp)op

)
⟶ nat

(
Φ, Ϙ′

[1]
◦(Gg)op

)
.

Writing cp = cof(g′ ⇒ g) we can use Example [I].1.1.21 to express Ϙ′[1]Gcp(d)op as the total fibre of

Ϙ
′[1]Gg(d) Ϙ

′[1]Gg′(d)

B
Ϙ′

[1](Gg(d), Gg′(d)) B
Ϙ′

[1](Gg′(d), Gg′(d)).

t

This results in a cartesian square

nat
(
Φ, Ϙ′[1]met◦F

op
)

nat
(
Φ, Ϙ′◦(Gg′)op

)

nat
(
Φ,B

Ϙ′
[1]◦(Gg,Gg′)op◦ΔDop

)
nat

(
Φ,B

Ϙ′
[1]◦(Gg′, Gg′)op◦ΔDop

)
.

Now by adjunction the top right corner is equivalent to

nat
(
Φ◦f op, Ϙ′◦Gop

)
≃ nat

(
Ϙ, Ϙ′◦Gop

)

and unwinding definitions shows that this identifies the top horizontal map with the restriction in question.
We there have to show that the lower horizontal map is an equivalence. By Lemma [I].1.1.7 this map
identifies with

nat
(
BΦ,BϘ′◦(Gg,Gg

′)op
)
⟶ nat

(
BΦ,BϘ′◦(Gg

′, Gg′)op
)

whose fibre is nat(BΦ,BϘ′◦(Gcp, Gg
′)op), which we will show vanishes. Separating the variables using

Fun(Dop ×Dop, Sp) ≃ Fun(Dop, Fun(Dop, Sp)) yields equivalences

nat
(
BΦ,BϘ′◦(Gcp, Gg

′)op
)
≃ nat

(
BΦ◦(id, f )

op,BϘ′◦(Gcp, G)
op
)

≃ nat
(
((cp)op × idCop)!(BΦ◦(id, f )

op),BϘ′◦(G,G)
op
)
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by adjunction. We now claim that already (pop × idCop)!(BΦ◦(id, f )
op ≃ 0: The left Kan extension is ob-

tained by pullback along the right adjoint (q, idC)
op of (p, idC)

op and we precisely assumed thatBΦ◦(q, f )
op ≃

0. �

1.3. Poincaré-Karoubi sequences. In this section we study Poincaré-Karoubi sequences, the analogues of
Poincaré-Verdier sequences in the setting of idempotent complete Poincaré ∞-categories. On the one hand,
these are important in their own right when considering the hermitian analogue of non-connectiveK-theory
in §[IV].2.2, on the other it is often easier to establish Poincaré-Verdier sequences in a two-step process: First
one constructs a Poincaré-Karoubi sequence using the Thomason-Neeman localisation theorem A.3.11,
or in modern guise, the equivalence between small stable ∞-categories, and compactly generated stable
∞-categories, and then in a second step isolates subcategories forming Poincaré-Verdier sequences, see
Proposition 1.4.5 for an example.

We will, in fact, see that every Poincaré-Verdier sequence is a Poincaré-Karoubi sequence (Proposi-
tion 1.3.8), and establish a simple criterion for a Poincaré-Karoubi sequence to be a Poincaré-Verdier se-
quence (Corollary 1.3.10).

Let us establish some terminology: We denote by C♮ the idempotent completion of a small ∞-categoryC
and refer the reader to [Lur09a, §5.1.4] for its construction. The category C♮ is stable if C is and the natural
functor i∶ C → C♮ is fully faithful, exact and has dense essential image, where a full subcategory D ⊆ C

is called dense if every object of C is a retract of one in D. Recall also that we call a functor a Karoubi

equivalence if it is fully faithful with dense essential image, in other words if it induces an equivalence on
the idempotent completions (cf. Definition A.3.1).

1.3.1. Remark. We avoid the common term Morita equivalence for what we call a Karoubi equivalence,
since it conflicts with the notion of Morita equivalence of (discrete) rings: The very fact that invariants such
asK-, L- and Grothendieck-Witt spectra of a ring are defined via its (derived) module categories makes them
invariant under Morita equivalences in the latter sense, whereas invariance under Karoubi equivalences is
an additional feature, that for example separates connective and non-connective K-theory.

1.3.2. Definition. A Poincaré ∞-category is idempotent complete if its underlying stable ∞-category is.
We denote by Cat

p

∞,idem
⊆ Catp∞ the full subcategory spanned by the idempotent complete Poincaré ∞-

categories. A Poincaré functor (f, �)∶ (C, Ϙ) → (D,Φ) is a Karoubi equivalence if f is a Karoubi equiva-
lence and � ∶ Ϙ → f ∗Φ is an equivalence.

1.3.3. Proposition. Let (C, Ϙ) be a Poincaré ∞-category and i ∶ C → C♮ its idempotent completion. Then

the left Kan extension i!Ϙ∶ (C♮)op → Sp is a Poincaré functor on C♮ and the canonical hermitian functor

(C, Ϙ) → (C♮, i!Ϙ) is Poincaré, and a Karoubi equivalence.

Moreover, for any idempotent-complete Poincaré ∞-category (D,Φ) the pullback functor

Funex((C♮, i!Ϙ), (D,Φ)) → Funex((C, Ϙ), (D,Φ))

is an equivalence of Poincaré∞-categories. In particular the inclusion ofCat
p

∞,idem
⊆ Catp∞ of idempotent-

complete Poincaré ∞-categories has a left adjoint sending (C, Ϙ) to (C♮, i!Ϙ).

We will often write (C, Ϙ)♮ for this left adjoint.

Proof. By Lemma [I].1.4.1 and Proposition [I].1.4.3 the functor i!Ϙ is quadratic with bilinear part (i× i)!BϘ.
To see that this is perfect, note first that it restricts back to BϘ since i is fully faithful. Now, the idempotent
completion of the equivalence DϘ ∶ Cop

→ C is another equivalence D∶ (C♮)op ≃ (Cop)♮ → C♮, and by the
previous observation, the functors

HomC♮ (−,D−) and Bi!Ϙ

agree on Cop ×Cop, and therefore on all of (C♮)op × (C♮)op by [Lur09a, Proposition 5.1.4.9]. This shows that
both i!Ϙ and i are Poincaré.

Finally, let us fix (D,Φ) an idempotent-complete Poincaré∞-category and consider the Poincaré functor

i∗∶ Funex
(
(C♮, i!Ϙ), (D,Φ)

)
→ Funex

(
(C, Ϙ), (D,Φ)

)
.

By another application of [Lur09a, Proposition 5.1.4.9] this is an equivalence of the underlying stable ∞-
categories, so it suffices to show that it induces also an equivalence on the corresponding quadratic functors.
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But for an exact functor f ∶ C♮ → D this map is precisely the canonical equivalence nat(i!Ϙ, f
∗Φ) →

nat(Ϙ, i∗f ∗Φ). �

1.3.4. Remark. The adjunction i! ∶ Funq(C) ⟂ Funq(C♮) ∶ i∗ between hermitian structures on C and her-
mitian structures on C♮ is an equivalence, since i! is fully-faithful and i∗ is conservative by the density of
i. By Proposition 1.3.3 this equivalence restricts to an equivalence between Poincaré structures on C and
Poincaré structures on C♮ whose associated duality preserves C.

1.3.5. Proposition. The localisation of Catp∞ at the Karoubi equivalences admits both a left and a right

adjoint, the right adjoint is given by (C, Ϙ) ↦ (C, Ϙ)♮, and the left adjoint by (C, Ϙ) ↦ (Cmin, j∗Ϙ),where

Cmin is the full subcategory of C spanned the objects X ∈ C with 0 = [X] ∈ K0(C) and j is its inclusion

into C.

In particular, the idempotent completion functor (−)♮∶ Catp∞ → Cat
p

∞,idem
preserves both limits and

colimits.

The analogous statement for the underlying stable ∞-categories is Proposition A.3.3.

Proof. We first note that Cmin ⊆ C is closed under the duality of C, since the duality acts by a group
homomorphisms on K0, and so (Cmin, j∗Ϙ) is Poincaré by Observation [I].1.2.19.

Now, according to Lemma A.2.1, we have to verify thatHomCat
p
∞
((Cmin, j∗Ϙ),−) andHomCat

p
∞
(−, (C♮, i!Ϙ))

invert Karoubi equivalences of Poincaré ∞-categories. Both of these follow from their non-Poincaré coun-
terparts established in Proposition A.3.3 by considering the induced maps on the cartesian squares

Nat(Φ, F ∗Ψ) HomCat
p
∞
((D,Φ), (E,Ψ))

Δ0 HomCatex∞
(D,E).

F

For either (D,Φ) = (Cmin, j∗Ϙ) or (E,Ψ) = (C♮, i!Ϙ) a Karoubi equivalence in the other variable induces
an equivalence by Lemma A.2.1 and Proposition A.3.3, and the induced map in the top left corner is an
equivalence by [Lur09a, Proposition 5.1.4.9], since Sp is idempotent complete.

The final clause follows since the adjoints are both automatically fully faithful by yet another application
of Lemma A.2.1. �

Recall, that a sequence C
f
←←←←←←←→ D

p
←←←←←←→ E of exact functors with vanishing composite is a Karoubi sequence

(Definition A.3.5) if the sequence
C♮ → D♮

→ E♮

is both a fibre and a cofibre sequence in Catex
∞,idem

. In this case we refer to f as a Karoubi inclusion and to
p as a Karoubi projection.

In the same spirit, we put:

1.3.6. Definition. A sequence

(C, Ϙ)
(f,�)
←←←←←←←←←←←←←←←←←←←→ (D,Φ)

(p,�)
←←←←←←←←←←←←←←←←←→ (E,Ψ)

of Poincaré functors with vanishing composite is a Poincaré-Karoubi sequence if

(C, Ϙ)♮
(f,�)♮

←←←←←←←←←←←←←←←←←←←←←←→ (D,Φ)♮
(p,#)♮

←←←←←←←←←←←←←←←←←←←←←→ (E,Ψ)♮

is both a fibre sequence and a cofibre sequence in Cat
p

∞,idem
. We then call (f, �) a Poincaré-Karoubi inclu-

sion and (p, #) a Poincaré-Karoubi projection.

We warn the reader that, contrary to the situation for (Poincaré-)Verdier sequences, a (Poincaré-)Karoubi
sequence is determined by its inclusion or its projection only up to idempotent completion of the third term.

We record a few simple consequences of the definition.

1.3.7. Observation. Since the forgetful and hyperbolic functors commute with idempotent completion by

inspection, the sequence of stable ∞-categories underlying a Poincaré-Karoubi sequence is a Karoubi

sequence and the hyperbolisation of a Karoubi sequence is a Poincaré-Karoubi sequence.
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By Proposition A.3.7, any Verdier sequence is a Karoubi sequence. Analogously:

1.3.8. Proposition. Every Poincaré-Verdier sequence is a Poincaré-Karoubi sequence.

Proof. A bifibre sequence inCatp∞ remains so inCatp
∞,idem

after idempotent completion by Proposition 1.3.5.
�

1.3.9. Proposition. Let

(C, Ϙ)
(f,�)
←←←←←←←←←←←←←←←←←←←→ (D,Φ)

(p,#)
←←←←←←←←←←←←←←←←←←→ (E,Ψ)

be a sequence of Poincaré functors with vanishing composite. Then:

i) Its idempotent completion is a fibre sequence in Cat
p

∞,idem
if and only if the idempotent completion of

its underlying sequence is a fibre sequence in Catex
∞,idem

and � induces an equivalence Ϙ ⇒ f ∗Φ.

ii) Its idempotent completion is a cofibre sequence in Cat
p

∞,idem
if and only if the idempotent completion

of its underlying sequence is a cofibre sequence in Catex
∞,idem

and # exhibits Ψ as the left Kan extension

of Φ along p.

iii) It is a Poincaré-Karoubi sequence if and only if its underlying sequence is a Karoubi sequence and

both � induces an equivalence Ϙ ⇒ f ∗Φ and # exhibits Ψ as the left Kan extension of Φ along p.

Proof. By Proposition 1.3.5, fibres in Cat
p

∞,idem
are computed in Catp∞ while cofibres are computed as

idempotent completions of cofibres in Catp∞. Thus, i) and ii) follow from Proposition 1.1.4 i) and ii), re-
spectively, using the equivalence between quadratic functors on C and on C♮ explained in Remark 1.3.4 (as
well as the ones for D and E). Part iii) is i) and ii) put together. �

In particular, comparing Proposition 1.3.9 with Proposition 1.1.4 and investing Corollary A.1.10 for a
concrete description, we obtain:

1.3.10. Corollary. A Poincaré-Karoubi sequence is a Poincaré-Verdier sequence if and only if its underlying

(Karoubi) sequence is a Verdier sequence, i.e. concretely, the image of the inclusion is closed under retracts

and the projection is essentially surjective.

Combining Proposition 1.3.9 with the concrete characterisation of Karoubi sequences given in Proposi-
tion A.3.7, we also have:

1.3.11. Corollary. A sequence of Poincaré functors

(C, Ϙ)
(f,�)
←←←←←←←←←←←←←←←←←←←→ (D,Φ)

(p,#)
←←←←←←←←←←←←←←←←←←→ (E,Ψ)

with vanishing composite is a Poincaré-Karoubi sequence if and only if both

i) f is fully-faithful and the induced map D∕C → E is fully faithful with dense essential image and

ii) the map � ∶ Ϙ ⇒ f ∗Φ is an equivalence, and the induced map #∶ Φ ⇒ p∗Ψ exhibits Ψ as the left Kan

extension of Φ along p.

Similarly, using Corollary A.3.8, we obtain:

1.3.12. Corollary.

i) A Poincaré functor (f, �)∶ (C, Ϙ) → (D,Φ) is a Poincaré-Karoubi inclusion if and only if f is fully-

faithful and the map � ∶ Ϙ⇒ f ∗Φ is an equivalence.

ii) A Poincaré functor (p, #)∶ (D,Φ) → (E,Ψ) is a Poincaré-Karoubi projection if and only if p has dense

essential image, the induced functor D → p(D) is a localisation and #∶ Φ ⇒ p∗Ψ exhibits Ψ as the

left Kan extension of Φ along p.

Finally, let us establish an analogue of the classification of Verdier and Karoubi projections from Propo-
sition A.3.14, compare also [Nik20] for a slightly different treatment. To this end recall the category
Latt(C) ⊂ Ar(IndPro(C)) spanned by the arrows from inductive to projective systems and the Verdier
projection cof ∶ Latt(C) → Tate(C) with Tate(C) ⊆ IndPro(C) the smallest stable subcategory containing
Ind(C) and Pro(C); in the appendix we used Pro Ind instead of Ind Pro to define Latt and Tate (which was
advantageous in the proof of Proposition A.3.14) but evidently this makes no difference and the reverse
order will be more convenient here.
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Given an hermitian ∞-category (C, Ϙ) we can endow both Ind(C) and Pro(C) with induced hermitian
structures since Sp is both complete and cocomplete, e.g. via

Ind(C)op ≃ Pro(Cop)
Pro(Ϙ)
←←←←←←←←←←←←←←←←←←←←←←←→ Pro(Sp)

lim
←←←←←←←←←←←←←→ Sp.

Even if Ϙ is Poincaré the same is, however, not usually true of these extensions. Instead the duality of Ϙ then
induces an equivalence

Ind(C)op ≃ Pro(Cop)
Pro(DϘ)
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ Pro(C).

From this statement it is readily checked that Tate(C) inherits a Poincaré structure by the above procedure
(note, however, that it is not a small category in general), as does Latt(C) from the hermitian structure on
Ar(IndPro(C)) given by

Ϙar(x → y) = Ϙ[1]met (y→ cof(x→ y)),

whose duality is given by DϘar (x → y) ≃ DϘy → DϘx; see Definition [I].2.4.1 for a thorough discussion
of this hermitian structure. By design there is generally an equivalence (Ar(D),Φar) ≃ Met(D,Φ[1]) by
sending an arrow x → y to y → cof(x → y) and this translates met ∶ Met(D,Φ[1]) → (D,Φ[1]) to the
functor cof ∶ (Ar(D),Φar) → (D,Φ[1]).

1.3.13. Proposition. For any Poincaré ∞-category (C, Ϙ) the restriction

cof ∶ (Latt(C), Ϙar) ⟶ (Tate(C), Ϙ[1])

of the hermitian functor just described is a Poincaré-Verdier projection (among large Poincaré∞-categories)

with fibre (C, Ϙ)♮.

Proof. To see that it preserves the dualities simply note that

cof DϘar (x→ y) ≃ cof(DϘy → DϘx) ≃ ΣDϘ cof(x→ y) ≃ D
Ϙ[1] cof(x→ y).

Regarding the fibre we find that the kernel of cof is C♮ by Proposition A.3.14 and that Ϙar restricts as desired
to C is immediate from its definition. But this determines the restriction to C♮ as well since Sp is idempotent
complete. Another application of Proposition A.3.14 also yields that cof is a Verdier projection, and to
check that Ϙ[1] is the left Kan extension of Ϙar , we use Remark 1.1.8 to compute

(cof ! Ϙar)(cof(i→ p)) ≃ colim
c∈C

op

p∕

Ϙar(f ib(i → c) → f ib(p→ c))

≃ colim
c∈C

op

p∕

Ϙ
[1]
met(f ib(p→ c) → cof(i → p))

≃ colim
c∈C

op

p∕

f ib(Ϙ[1](cof(i→ p)) → Ϙ[1](f ib(p→ c)))

Now, the category Cp∕ is cofiltered, so in particular contractible, whence the colimit can be moved through
the first term, and we are left to show that

colim
(c∈Cp∕)

op
Ϙ
[1](f ib(p→ c)) ≃ 0.

But by construction the extension of Ϙ to projective systems commutes with filtered colimits, so

colim
c∈C

op

p∕

Ϙ
[1](f ib(p→ c)) ≃ Ϙ[1]

(
lim
c∈Cp∕

f ib(p→ c)
)
≃ Ϙ[1](f ib(p→ p) ≃ 0

as desired. �

We claim that the Poincaré-Verdier projection just constructed is the universal example of such a pro-
jection with fibre (C, Ϙ)♮, and cof ∶ (Latt(C), Ϙar) → (Tate(C), Ϙ[1])♮ is consequently the universal Poincaré-
Karoubi projection. We construct the classifying morphism:

1.3.14. Construction. Given a Poincaré-Verdier sequence

(C, Ϙ)
f
←←←←←←←→ (D,Φ)

p
←←←←←←→ (E,Ψ)
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consider the null-composite sequence IndPro(C) → IndPro(D) → IndPro(E). By Theorem A.3.11 and
the discussion thereafter it is a split Verdier sequence and endowing the middle term with the induced
hermitian structure, we claim it satisfies the assumption of Construction 1.2.8, i.e BΦ(q(e), Pro(f )(c)) ≃ 0

for all e ∈ Ind Pro(E) and c ∈ Ind Pro(C). Before going to the proof, note that straight from the definition
the restriction of this hermitian structure on Ind Pro(D) to Ind Pro(C) is just the extension of Ϙ. Now the
vanishing of the bilinear part in fact holds before passing to inductive completions, and is preserved by that
process: For pro-objects d = lim di and d′ = lim d′

j
one computes

BΦ(d, d
′) ≃ colim

i,j
BΦ(di, dj) ≃ colim

i,j
HomD(di,DΦdj ) ≃ colim

j
HomPro(D)(d,DΦdj) ≃ HomInd Pro(D)(d,DΦd)

where the first equivalence follows straight from the definition of the extension of Φ to Pro(D)op and DΦ

in the final entry denotes the extension Pro(D)op → Ind(D). With this in place we can compute

BΦ(q(e), Pro(f )(c)) ≃ HomInd Pro(D)(q(e),DΦ Pro(f )(c))

≃ HomInd Pro(D)(q(e), Ind(f )DϘc)

≃ HomInd Pro(C)(e, Ind(p) Ind(f )DϘc)

≃ 0

for e ∈ Pro(E) and c ∈ Ind(C). That the vanishing is still true after inductive completion follows from the
general formula

BΦ(d, d
′) ≃ lim

i,j
BΦ(di, d

′
j)

for inductive systems d = colimi di and d′ = colimj d
′
j .

We can therefore apply Construction 1.2.8 and the discussion immediately after, to obtain a cartesian
diagram

(IndPro(D),Φ) Met(IndPro(C), Ϙ[1])

(IndPro(E),Ψ′) (IndPro(C), Ϙ[1])

g⇒cp

met

c

of rather large hermitian∞-categories; note that we do not claim that the hermitian structureΨ′ in the lower
left corner is the extension of Ψ. Using the equivalence between metabolic and arrow categories it can be
rewritten as

(IndPro(D),Φ) Ar(IndPro(C), Ϙar)

(IndPro(E),Ψ′) (IndPro(C), Ϙ[1])

g′⇒g

cof

c

and one readily checks that it restricts to a diagram

(D,Φ) (Latt(C), Ϙar)

(E,Ψ) (Tate(C), Ϙ[1]),

p cof

using Remark 1.1.8 to identify the hermitian structures in the lower left corner.

1.3.15. Theorem. For any Poincaré-Verdier sequence

(C, Ϙ)
f
←←←←←←←→ (D,Φ)

p
←←←←←←→ (E,Ψ)

the square constructed above consists of Poincaré functors and is cartesian.

Proof. That the square of underlying ∞-categories is cartesian is part of Proposition A.3.14 and that the
hermitian structure on D is the pullback of the other three follows from the analogous statement in the
preceeding cartesian square involving the IndPro-categories. Since limits of Poincaré ∞-categories are
detected among hermitian ∞-categories, it only remains to check that the horizontal maps preserve the
dualities. This is verified exactly as in Theorem 1.2.9. �
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Finally, we again record the uniqueness of the classifying map. To state the result, we extend the notion
of adjointability to non-split Verdier projections by requiring the diagrams

Ind(C) Ind(C′) Pro(C) Pro(C′)

Ind(D) Ind(D′) Pro(C) Pro(C′)

i

p p′

i

p p′

j i

to be left and right adjointable, respectively.

1.3.16. Corollary. Given a Poincaré-Verdier sequence (C, Ϙ) → (D,Φ) → (E,Ψ) then for every Poincaré

∞-category (C′, Ϙ′) the full subcategory of Funex((D,Φ), (Latt(C′), Ϙ′
ar
)) spanned by the functors ' that

give rise to adjointable squares

D Latt(C′)

E Tate(C′)

'

cof

'

is equivalent to Funex((C, Ϙ), (C′, Ϙ′)) via restriction to horizontal fibres.

In particular, the classifying morphism in Theorem 1.3.15 is determined up to contractible choice by

yielding a cartesian square and inducing the identity on vertical fibres.

Proof. The first part follows from Proposition 1.2.11 by inspection, the second uses in addition that cartesian
squares with vertical Verdier-projections are adjointable, which is part of Proposition A.3.15. �

1.4. Examples of Poincaré-Verdier sequences. In this section we consider various examples of interest
of Poincaré-Verdier and Poincaré-Karoubi sequences. As one of the most important examples we already
gave the metabolic fibre sequence in Example 1.2.5, which is at the core of our deduction of the main results
from the additivity theorem in the next section. We repeat the statement for completeness’ sake: Given a
Poincaré ∞-category, the metabolic fibre sequence

(C, Ϙ[−1]) ⟶ Met(C, Ϙ)
met
←←←←←←←←←←←←←←→ (C, Ϙ)

is a split Poincaré-Verdier sequence; its left hand Poincaré functor is given by sending x to x→ 0, together
with the identification ΩϘ(X) ≃ f ib(Ϙ(0) → Ϙ(x)).

Next, we give a simple recognition criterion for Poincaré-Verdier sequences involving hyperbolic Poincaré
∞-categories. Recall from Corollary [I].7.2.20 and Remark [I].7.2.21 that Hyp is both left and right adjoint
to the underlying category functor U ∶ Catp∞ → Catex∞.

1.4.1. Lemma. Let g ∶ C → D be an exact functor. Then for a Poincaré structure Ϙ on C the functor

ghyp ∶ (C, Ϙ) ⟶ Hyp(D)

obtained by right adjointness of Hyp is a split Poincaré-Verdier projection if and only if g is a split Verdier

projection and the restrictions of Ϙ to both the essential images of lop and D
op

Ϙ
◦r vanish, where l and r

denote the adjoints of g.

Similarly, for a Poincaré structure Φ on D the functor

ghyp ∶ Hyp(C) ⟶ (D,Φ)

obtained by left adjointness of Hyp is a split Poincaré-Verdier inclusion if and only if g is a split Verdier

inclusion and the restrictions of Ϙ to both the essential images of gop and D
op

Φ
◦g vanish.

Proof. Let us prove the first statement, the second is entirely analogous. It is easy to check that the functor
ghyp, which is given by

(g, gop◦D
op

Ϙ
)∶ C ⟶ D⊕Dop

admits both adjoints if and only if g does; in this case the left adjoint l′ to ghyp is given by (d, d′) ↦

ld ⊕ DϘ(rd
′), and the right adjoint by switching the roles of l and r.

Similarly, one checks that the unit of the adjunction l′ ⊢ ghyp is given by

(d, d′)
((u,0),(0,c))
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ (gld ⊕ gDϘ(rd

′), gDϘ(lx)⊕ grd′),
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where u is the unit of the adjunction l ⊢ g and c the counit of g ⊢ r. If this unit is an equivalence then so are
u and c making g into a split Verdier projection by Corollary A.2.6. Conversely, if g is a Verdier projection
both u and c are equivalences and it remains to check that g vanishes on the essential images of both D

op

Ϙ
◦r

and D
op

Ϙ
◦l, but this is implied by

HomD(gDϘ(rd
′), d) ≃ HomC(DϘ(rd

′), rd)

≃ BϘ(DϘ(rd
′),DϘ(rd))

HomD(d, gDϘ(ld
′)) ≃ HomC(ld,DϘ(ld

′))

≃ BϘ(ld, ld
′)

both of which vanish by the assumption on Ϙ.
Finally by Corollary 1.2.3, assuming the existence and full faithfulness of a left adjoint, ghyp is a Poincaré-

Verdier projection if and only if the map

Ϙ(ld ⊕ DϘ(rd
′)) ⟶ BϘ(ld ⊕ DϘ(rd

′), ld ⊕ DϘ(rd
′)) ≃ HomC(ld ⊕ DϘ(rd

′),DϘ(ld)⊕ rd′)

p
←←←←←←→ HomD(d ⊕ pDϘ(rd

′), pDϘ(ld)⊕ d′)
((idd ,0)

∗,(0,idd′ )∗)
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→HomD(d, d′)

is an equivalence. Under the equivalence

Ϙ(ld ⊕ DϘ(rd
′)) ≃ Ϙ(ld)⊕ Ϙ(DϘ(rd

′))⊕ HomC(ld, rd
′)

this map becomes the projection to the last summand followed by the natural equivalence

HomD(ld, r′d) ≃ HomC(gld, d
′) ≃ HomC(d, d

′).

Thus it is an equivalence if and only if Ϙ(ld) and Ϙ(DϘ(rd
′)) both vanish, which is precisely our assumption.

�

We next work out the more substantial example of module ∞-categories in detail, where the hermitian
structure is defined by means of a module with genuine involution, introduced in §[I].3.2 (compare also the
recollection section). We do so first in the generality of a map of E1-algebras �∶ A → B over some base
E∞-ring k together with a map � of modules with genuine involution �!(M,N, �) → (M ′, N ′, �) over B
and eventually specialise to Ore localisations of discrete rings with anti-involution in Corollary 1.4.9. The
reader only interested in this case is invited to take k the (Eilenberg-Mac Lane spectrum of the) integers
and A and B (and even M and M ′) discrete from the start, though this does not simplify the discussion.
Furthermore, it is important to allow N and N ′ to be non-discrete, so as to capture the genuine Poincaré
structures.

Throughout, unmarked tensor products are always over k, and in case k = HR will translate to the
derived tensor product⊗L

ℝ
.

We want to establish general conditions on � under which the hermitian functor (�!, �) becomes a
Poincaré-Verdier or Poincaré-Karoubi projection. To obtain a Verdier sequence on the underlying stable
∞-categories the following conditions are necessary and sufficient: A map �∶ A → B of E1-ring spectra
is said to be a localisation if the map

B ⊗A B → B,

induced by the multiplication of B is an equivalence of spectra. For such a localisation of ring spectra
denote by I ∈ ModA its fibre. Straight from the definition one finds that I belongs to (ModA)B, the kernel
of �! ∶ ModA → ModB . We say that � has perfectly generated fibre if I belongs to the smallest full
subcategory of (ModA)B containing Mod!A ∩(ModA)B and closed under colimits.

Summarising the discussion of Appendix A.4, we have by Proposition A.4.4 that if �∶ A→ B is local-
isation of E1-rings with perfectly generated fibre, then for any subgroup c ⊆ K0(A) the induction functors

�!
!
∶ Mod!A → Mod!B and �c

!
∶ ModcA → Mod

�(c)
B

are Karoubi and Verdier projections, respectively; hereModcA denotes the full subcategory ofMod!A spanned
by all those A-modules with [A] ∈ c ⊆ K0(A).

We warn the reader explicitely, that when applied to the Eilenberg-Mac Lane spectra of discrete rings,
this notion of localisation differs from that in ordinary algebra: If A → B is a localisation of discrete
rings, then HA → HB is a localisation in the sense above if and only if additionally TorAi (B,B) = 0 for
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all i > 0. This is automatic for commutative rings, or more generally if the localisation satisfies an Ore
condition, but not true in general. Moreover, there are quotient maps A → A∕I of commutative rings such
that HA → HA∕I is a localisation. When specialising to the case of discrete rings we will therefore call a
map A → B a derived localisation if HA → HB is a localisation in the sense above. We do not know of a
simple ring theoretic characterisation of this condition; see §A.4 for a more thorough discussion.

The following example will essentially cover all of our applications:

1.4.2. Example. If A is an E1-ring spectrum and S ⊆ �∗A is a multiplicatively closed subset of homoge-
neous elements, which satisfies the left or right Ore condition, then the localisation map �∶ A → A[S−1]

(see [Lur17, §7.2.3]) is a localisation by Lemma A.4.1, since the forgetful functor ModA[S−1] → ModA is
fully faithful. In this case the modules A∕s = cof[⋅s∶ Sn ⊗ A → A] for s ∈ S and n ∈ ℤ form a system
of generators for (ModA)B under shifts and colimits , see [Lur17, Lemma 7.2.3.13], so in particular � has
perfectly generated fibre.

Thus �!
!
∶ Mod!A → Mod!

A[S−1]
is a Karoubi projection and �c

!
∶ ModcA → Mod

im(c)

A[S−1]
is a Verdier

projection for any c ⊆ K0(A).

Let us now introduce hermitian structures into the picture. As discussed in section §[I].3.2, an invertible
module with genuine involution (M,N, �) overA gives rise to a Poincaré structure Ϙ�

M
onMod!A; it restricts

to a Poincaré structure on ModfA provided that M belongs to ModcA and provided c is closed under the
involution onK0(A) induced byM . For example, if c is the image of the canonical mapℤ → K0(A), 1 ↦ A,
then ModcA = ModfA and this assumption is satisfied if also M ∈ ModfA. We computed the left Kan
extension of this Poincaré structures along the functor �!

!
∶ Mod!A → Mod!B in Corollary [I].3.3.1: It is the

hermitian structure associated to the module with genuine involution

(10) �!(M,N, �) = ((B ⊗B)⊗A⊗AM,B ⊗A N, �),

over B; here � is the composition

B ⊗A N
Δ⊗�
←←←←←←←←←←←←←←←←←←←→ (B ⊗B)tC2 ⊗AM

tC2 ←←→ ((B ⊗ B)⊗A⊗AM)tC2

where Δ is the Tate diagonal. For example by Remark 1.1.8, the same formula then applies for the Kan
extension along �c

!
∶ ModcA → Mod

�(c)
B

.
In order to obtain Poincaré-Karoubi projections, we need a compatibility condition between �∶ A → B

and the module with involution M over A:

1.4.3. Definition. An invertible module with involution M over A is called compatible with a localisation
of E1-rings A → B if the composite

B ⊗AM ≃ (B ⊗A)⊗A⊗AM ⟶ (B ⊗B)⊗A⊗AM

is an equivalence.

1.4.4. Example.

i) If A is an E∞-ring and M an invertible A-module with A-linear involution (regarded as an A ⊗ A-
module via the multiplication mapA⊗A→ A), then compatibility is automatic, since in this case the
map in question identifies with the evident one B ⊗AM → B ⊗A B ⊗AM which is an equivalence
by the assumption that A→ B is a localisation.

ii) If M is the module with involution over A associated to a Wall anti-structure (�, �) on a discrete ring
A as in Example [I].3.1.12 (i.e.M = A regarded as anA⊗A-module using the involution �, and then
equipped with the involution ��, where � ∈ A∗) and

�∶ (A, �, �) ⟶ (B, �, �)

is a map of rings with anti-structure, then M is also automatically compatible with � if the latter is a
derived localisation: For in this case it is readily checked that the maps

b ⊗ b′ ⊗ a⟼ ba ⊗ �(b′) and b ⊗ b′ ⟼ b ⊗ b′ ⊗ 1

give inverse equivalences
B ⊗B ⊗A⊗A A ≃ B ⊗A B,
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which translates the map in Definition 1.4.3 to the unit map B → B ⊗A B which is an equivalence
since � is a localisation.

iii) If � is an Ore localisation at the set S ⊆ �∗(A), andM is an invertible module with involution overA,
thenM is compatible with � if after inverting the action of S onM using the first A-module structure,
S operates invertibly through the second one.

iv) Combining the two previous examples, ifM is theA-module associated to a Wall anti-structure (�, �)
onA, andS ⊆ A satisfies the Ore condition and is closed under the involution �, thenM is compatible
with the localisation map A → A[S−1].

1.4.5. Proposition. Let �∶ A → B be a localisation of E1-ring spectra, with perfectly generated fibre and

let (M,N, �) be an invertible module with genuine involution over A, such that M is compatible with �.

Then �!(M,N, �) is invertible and the associated functor

�!
!
∶ (Mod!A, Ϙ

�
M
) → (Mod!B , Ϙ

�!�

�!M
)

is a Poincaré-Karoubi projection. It restricts to a Poincaré-Verdier projection

�c
!
∶ (ModcA, Ϙ

�
M
) → (Mod

�(c)
B

, Ϙ
�!�

�!M
).

if c ⊆ K0(A) is closed under the involution induced by M .

Proof. The natural map

B ⊗A homA(X,M) ⟶ homB(B ⊗A X,B ⊗AM)

is an equivalence for X = A and thus for every compact A-module X, in particular for X = M , which
shows thatB⊗AM hasB as its B-linear endomorphisms, and therefore by assumption (B⊗B)⊗A⊗AM is
invertible (or alternatively, one can apply Remark 1.1.7 together with Proposition [I].3.1.5). Both functors
�!
!

and �c
!

are then Poincaré by Lemma [I].3.3.3.
By Corollary 1.1.6, the functor �c

!
is a Poincaré-Verdier projection since the underlying map on module

categories is a Verdier projection and by definition the Poincaré structure on the target is the left Kan
extension of that on the source. Similarly, the functor �!

!
is a Poincaré-Karoubi projection by Corol-

lary 1.3.12. �

1.4.6. Corollary. Let �∶ A → B be a localisation of E1-ring spectra, with perfectly generated fibre and let

M be an invertible module with involution over A, that is compatible with �.

Then

�!
!
∶ (Mod!A, Ϙ

q

M
) → (Mod!B , Ϙ

q

�!M
) and �c

!
∶ (ModcA, Ϙ

q

M
) → (Mod

�(c)
B

, Ϙ
q

�!M
)

are a Poincaré-Karoubi and Poincaré-Verdier projection (for c ⊆ K0(A) closed under the duality), respec-

tively.

Symmetric Poincaré structures are not, however, generally preserved by left Kan extension:

1.4.7. Example. The map p∶ S → S[
1

2
] does not induce an equivalence p!Ϙ

s
S
≃ Ϙs

S[
1

2
]

and consequently the

functor
p! ∶ (Mod!

S
, Ϙs) ⟶ (Mod!

S[
1

2
]
, Ϙs),

is not a Poincaré-Karoubi projection: By Lin’s theorem the linear part of p!Ϙ
s is classified by S[ 1

2
]⊗ S

∧
2
≃

Hℚ2, whereas S[ 1
2
]tC2 ≃ 0 gives the linear part of the symmetric Poincaré structure on the target.

In the discrete case, an additional flatness assumption excludes such examples, as we will see in the next
proposition.

Recall that for discrete (or more generally connective)A, andM an invertible module with (non-genuine)
involution over A, we defined in §[I].3.2 the genuine family of Poincaré structures Ϙ≥m

M
for m ∈ ℤ as the

Poincaré structures associated to the modules with genuine involution (M, �≥mM
tC2 , �)where� ∶ �≥mM

tC2 →

M tC2 is the canonical map; the quadratic and symmetric Poincaré structures Ϙq
M

and Ϙs
M

are included in
the genuine family as m = −∞ and m = ∞, respectively.
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1.4.8. Proposition. Let� ∶ A→ B be a derived localisation between discrete rings with perfectly generated

fibre, that furthermore makes B into a flat right module over A and let M be a discrete invertible module

with involution over A that is compatible with �. Then for arbitrary m ∈ ℤ ∪ {±∞} the maps

�!
!
∶ (Dp(A), Ϙ≥m

M
) → (Dp(B), Ϙ≥m

�!M
) and �c

!
∶ (Dc(A), Ϙ≥m

M
) → (D�(c)(B), Ϙ≥m

�!M
).

are a Poincaré-Karoubi and a Poincaré-Verdier projection, respectively, for every c ⊆ K0(A) closed under

the duality.

Proof. We use the following two inputs: firstly, B being a flat Aop-module implies that it can be written as
filtered colimit of finitely generated free Aop-modules Bi and secondly, Tate cohomology commutes with
filtered colimits of discrete modules in the coefficients. The former statement is a classical theorem of
Lazard, see e.g. [Laz69, Théorème 1.2] or [SP18, Tag 058G], and the second statement (for group coho-
mology) was discovered by Brown in [Bro75, Theorem 3] for groups admitting a classifying space of finite
type; given the 2-periodicity of Tate cohomology for C2 the case at hand also follows immediately from the
same statement for group homology, which is obvious from the definitions.

Now, recall the description of �!Ϙ
≥m
M

via (10). We start by considering the case m = ∞; in which case
we need to show that B ⊗A M

tC2 → ((B ⊗ B) ⊗A⊗A M)tC2 is an equivalence. We can regard this as a
natural transformation between spectrum valued functors

X ⟼ X ⊗AM
tC2 and X ⟼

(
(X ⊗X)⊗A⊗AM

)tC2

on both the category of discrete Aop-modules and D(Aop). From the latter case we obtain that it is an
equivalence for every perfectX, as both sides are exact functors and the claim is evidently true for X = A.
In particular, the claim is true for all finitely generated projectiveAop-modules since these are perfect when
regarded in D(Aop). Since filtered colimits are in particular sifted (i.e. the diagonal of a filtered category
is cofinal), regarding the two assignments as functors on the category of discrete Aop-modules the second
fact makes them commute with filtered colimits of finitely generated free Aop-modules (for X a finitely
generated free Aop-module, X ⊗ X is a finitely generated free (A ⊗ A)op-module, so (X ⊗ X)⊗A⊗A M
remains discrete, despite X ⊗ X and A ⊗ A potentially having higher homotopy). Taken together, the
transformation is an equivalence for all flat Aop-modules, so in particular for X = B as desired.

To obtain the case of the genuine Poincaré structures, just observe that the flatness of B also guarantees
that the functor B ⊗A −∶ D(A) → D(B) commutes with the connective cover functors �≥m for all m ∈ ℤ.

The case of the quadratic Poincaré structure is trivial. �

As a special case we obtain:

1.4.9. Corollary. Let (A, �, �) a ring with Wall anti-structure, and S ⊆ A a multiplicative subset satisfying

the left Ore condition and closed under the involution �. Then if M denotes the module with involution

over A given by endowingA with the A⊗A-module structure arising from � and the involution �� we find

for all m ∈ ℤ ∪ {±∞} a Poincaré-Karoubi sequence(
Dp(A)S , Ϙ

≥m
M

)
⟶

(
Dp(A), Ϙ≥m

M

)
⟶

(
Dp(A[S−1]), Ϙ≥m

M [S−1]

)

and a Poincaré-Verdier sequence(
Dc(A)S , Ϙ

≥m
M

)
⟶

(
Dc(A), Ϙ≥m

M

)
⟶

(
Dim(c)(A[S−1]), Ϙ≥m

M [S−1]

)
,

where the subscriptS in the source denotes the full subcategory of complexes whose homology is S-torsion.

This example will serve as the main input to obtain localisation sequences of Grothendieck-Witt spectra
in §4.4.

Proof. Note only that A[S−1] is flat thus a derived localisation on account of the Ore condition, as the
construction of A[S−1] as one-sided fractions displays it as a filtered colimit of free Aop-modules of rank
1, so that Proposition 1.4.8 applies. �

The Ore condition is in fact often necessary to achieve flatness of the localisation: In [Tei03, Main The-
orem] Teichner shows that if S is the set of elements that become invertible modulo a two-sided ideal I ,
then flatness of A[S−1] as a right A-module is equivalent to S being left Ore.
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Let us finally consider examples involving the tensor and cotensor constructions as considered in §[I].6.3
and [I].6.4; several of the results will be required for our analysis of the hermitianQ-construction in the next
section.

1.4.10. Proposition. Let p∶ I → J be a functor of ∞-categories which exhibits J as a localisation of I and

let C be a stable ∞-category. Then the following hold:

i) The induced functor CI → CJ is a Verdier projection,

ii) the induced functor CJ
→ CI is a Verdier inclusion,

iii) if Ϙ is a Poincaré structure on C, such that (CI, ϘI) is Poincaré and the kernel of CJ → CI is closed

under the duality of ϘI then

(CI, ϘI)
p∗
←←←←←←←←←←→ (CJ, ϘJ)

is a Poincaré-Verdier projection, and

iv) if Ϙ is a Poincaré structure on C, such that (CI, ϘI) is Poincaré and CJ is closed under the duality in

CI, then

(CJ, ϘJ)
p∗

←←←←←←←←←←→ (CI, ϘI)

is a Poincaré-Verdier inclusion.

The proof will furthermore provide the following addendum to i): If we denote by W the set of maps
in I taken to equivalences in J and by W the collection of maps in CI arising as images of arrows (idx, �)
under the tautological functor C × I → CI with x ∈ C and � in W , then CI → CJ is a localisation of the

source at W . The kernel appearing in iii) is then the smallest stable subcategory of CI, that is closed under
retracts and contains the fibres of maps in W .

Proof. The universal properties of CI and CJ as tensors imply that for every stable ∞-category D we have
a commutative square with invertible horizontal arrows

Funex(CJ,D) Funl(C × J,D) Fun(J, Funex(C,D))

Funex(CI,D) Funl(C × I,D) Fun(I, Funex(C,D)),

where Funl(C×I,D) denotes the full subcategory of Fun(C×I,D) spanned by those functors which are exact
in the C entry, and similarly for Fun′(C × J,D). The assumption that I → J exhibits J as the localisation
of I at W now implies that the right most vertical arrow is fully faithful, with essential image spanned by
those diagrams I → Funex(C,D) which send the arrows in W to equivalences. It then follows that the left
most vertical arrow is fully-faithful with essential image spanned by those exact functors CI → D which
send the arrows in W to equivalences. By Proposition A.1.6 this establishes i) and the addendum.

For the second statement we recall CI ≃ Fun(I,C), so the fact that I → J is a localisation implies that
CJ

→ CI is fully faithful, and the characterisation of the image as those functors that invert W shows that
the image is closed under retract. ii) now follows from Proposition A.1.9.

Now since (CI, ϘI) is assumed to be Poincaré and the kernel E ⊆ CI closed under the associated duality
in statement iii) it follows that (E, (ϘI)|E) is Poincaré as well. In light of Proposition 1.1.4, to show that
the map in iii) is a Poincaré-Verdier projection it will thus suffice to show that, extended by its kernel it is a
cofibre sequence in Cath∞, since the forgetful functorCatp∞ → Cath∞ detects colimits. For this we note by the
universal properties of (CI, ϘI) and (CJ, ϘJ) as tensors in Cath∞ we obtain for every hermitian ∞-category
(D,Φ) a commutative diagram

Fun(J, Funh((C, Ϙ), (D,Φ))) Funh((CJ, ϘJ), (D,Φ)) Funex(CJ,D) Fun(J, Funex(C,D))

Fun(I, Funh((C, Ϙ), (D,Φ))) Funh((CI, ϘI), (D,Φ)) Funex(CI,D) Fun(I, Funex(C,D)).

≃ ≃

≃ ≃

Since I → J is a localization at W the left most diagonal arrow is fully faithful with essential image
consisting of those diagrams I → Funh((C, Ϙ), (D,Φ)) which send the arrows in W to equivalences, and
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similarly for the rightmost arrow. Since Funh((C, Ϙ), (D,Φ)) → Funex(C,D) is conservative the middle
square in the above diagram is cartesian and since CI → CJ is a Verdier projection

Funh((CJ, ϘJ), (D,Φ)) → Funh((CI, ϘI), (D,Φ))

is fully faithful with essential image those hermitian functors (CI, ϘI) → (D,Φ) which invertW , i.e. which
vanish on the kernel of CI → CJ. This shows iii).

For iv) we have to check that ϘJ ≃ p∗ϘJ, but this follows from the definition of the hermitian structure
on cotensors as a limit, together with the fact that localisations are final. �

For simplicity we shall restrict attention to the case of finite posets in the remainder of this section, where
we recall that our convention for interpreting a poset as a category is that i ≤ j means a morphism from i to
j. Given a finite poset J, a full subposet I ⊆ J is said to be a upwards closed if i, j ∈ J are such that i ∈ I and
i ≤ j then j ∈ I. In particular, if r∶ I ↪ J is upwards closed then for every i ∈ I the functor Ii∕ → Jr(i)∕ is
an isomorphism and hence r satisfies the condition of Proposition [I].6.3.18. Given a Poincaré ∞-category
(C, Ϙ) we then have that the functor r∗ ∶ CJ

→ CI commutes with the respective (possibly non-perfect)
dualities. Thus, in the case where both (CI, ϘI) and (CJ, ϘJ) are Poincaré the hermitian functor

(11) (r∗, �)∶ (CJ, ϘJ) → (CI, ϘI)

is Poincaré as well.

1.4.11. Proposition. Let r∶ I ↪ J be an upwards closed inclusion between finite posets, and let (C, Ϙ) be

a Poincaré ∞-category such that the hermitian ∞-categories (CI, ϘI) and (CJ, ϘJ) are Poincaré. Then the

Poincaré functor (11) is a split Poincaré-Verdier projection.

Proof. A fully-faithful left adjoint to r is given by the exact functor r! ∶ CI
→ CJ performing left Kan

extension. In fact, since r is upwards closed this left Kan extension admits a very explicit formula: for a
diagram '∶ I → C the value of r!' is given by

r!'(j) =

{
'(j) j ∈ I

0 j ∉ I

Since Ϙ(0) ≃ 0 the spectrum valued diagram j ↦ Ϙ(r!'(j)) is then, for a similar reason, a right Kan
extension of its restriction to Iop, and so the natural map

Ϙ
J(r!') ≃ lim

j∈Jop
Ϙ(r!'(j)) → lim

i∈Iop
Ϙ('(i)) = ϘI(')

is an equivalence. The Poincaré functor (11) is then Poincaré-Verdier projection by Corollary 1.2.3 ii). �

In the situation of Proposition 1.4.11, one may also consider instead the hermitian ∞-categories (CI, ϘI)
and (CJ, ϘJ) obtained by applying the tensor construction instead of the cotensor construction. When I is
a finite poset, the underlying ∞-category CI identifies with Fun(Iop,C) by Lemma [I].6.5.6, and ϘI sends
such a diagram '∶ Iop → C to colimi∈I Ϙ('(i)); of course the same holds for J. In the case where (CI, ϘI)
and (CJ, ϘJ) are both Poincaré and r∶ I ↪ J is an upwards closed inclusion, the induced hermitian functor

(12) (r∗, �)∶ (CI, ϘI) → (CJ, ϘJ)

refining the right Kan extension functor r∗ is Poincaré by Proposition [I].6.5.13; we shall use the symbol r∗
even though the right Kan extension is taken along the functor rop ∶ Iop → Jop.

1.4.12. Proposition. Let r∶ I → J be an upwards closed inclusion of finite posets, and let (C, Ϙ) be a

Poincaré ∞-category such that the hermitian ∞-categories (CI, ϘI) and (CJ, ϘJ) are Poincaré. Then the

Poincaré functor (12) is a split Poincaré-Verdier inclusion.

Proof. We first note that the right Kan extension r∗ is fully-faithful (since r is) and admits a left adjoint
given by restriction. To finish the proof it will suffice by Corollary 1.2.3 i) to show that for every diagram
'∶ Iop → C the composite map

colim
i∈I
Ϙ('(i)) → colim

i∈I
Ϙ(r∗r∗'(i)) → colim

j∈J
Ϙ(r∗'(j))
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is an equivalence. Here the first map is an equivalence since r is fully-faithful. To see that the second map
is an equivalence we argue as in the proof of Proposition 1.4.11 and observe that

r∗'(j) =

{
'(j) j ∈ I

0 j ∉ I

The spectrum valued diagram j ↦ Ϙ(r∗'(j)) is then, for a similar reason, the left Kan extension of its
restriction to I, and so the second map above is an equivalence as well. �

We next consider Poincaré-Verdier projections involving the exceptional functoriality from Construc-
tion [I].6.5.14. To this end let � ∶ I → J be a cofinal map between finite posets. In this case the restriction
and right Kan extension maps

(�op)∗∶ Fun(Jop,C) ⟶ Fun(Iop,C) and �∗ ∶ Fun(I,C) ⟶ Fun(J,C)

acquire canonical hermitian structure upgrading them to functors

�∗∶ (C, Ϙ)J ⟶ (C, Ϙ)I and �∗∶ (C, Ϙ)I ⟶ (C, Ϙ)J.

1.4.13. Proposition. Suppose that (C, Ϙ) is a Poincaré ∞-category and � ∶ I ↪ J is a cofinal and fully

faithful inclusion of finite posets such that (C, Ϙ)I and (C, Ϙ)J are Poincaré. Then �∗ ∶ (C, Ϙ)J → (C, Ϙ)I is

a split Poincaré-Verdier projection.

Proof. To prove the first claim note that �∗ admits fully faithful left and right adjoints given by left and
right Kan extension. It follows direclty from the explicit formula

[DI(')](j) = colim
i∈I

D('(i))homI(i,j)

of Proposition [I].6.5.8, that �∗ preserves the dualities.
By Proposition 1.2.3 we are left to show that for ' ∈ Fun(Jop,C) the natural map

ϘI(�
op

!
') → ϘJ((�

op)∗�
op

!
') → ϘJ(')

is an equivalence, where �! denotes the left Kan extension functor. Indeed

ϘI(�
op

!
') ≃ colim

i∈I
Ϙ(�

op

!
'(i)) ≃ colim

j∈J
Ϙ(�

op

!
'(�(j))) ≅ colim

j∈J
Ϙ('(j)) ,

where we have used that � ∶ J → I is cofinal and that (�op)∗�op
!
' ≅ ' as a consequence of � being fully

faithful. �

1.4.14. Proposition. Suppose that (C, Ϙ) is a Poincaré ∞-category and � ∶ I ↪ J a localisation among

finite posets such that (C, Ϙ)I and (C, Ϙ)J are Poincaré. Assume furthermore that the hermitian functor �∗
is duality preserving. Then �∗ ∶ (C, Ϙ)I → (C, Ϙ)J is a split Poincaré-Verdier projection.

Note that by [Cis19, Proposition 7.1.10] localisations are cofinal, so that �∗ is well-defined.

Proof. First up, restriction along � is left adjoint to �∗ and fully faithful since � is a localisation. Thus by
1.1.6 we are left to prove that the natural map

Ϙ
J(') ⟶ Ϙ

I('◦�)

is an equivalence. Indeed,

Ϙ
J(') ≃ lim

j∈Jop
Ϙ('(j)) ≃ lim

i∈Iop
Ϙ('�(i)) ≃ ϘI('◦�)

since �op is final by [Cis19, Proposition 7.1.10]. �

Finally, let us also record:

1.4.15. Proposition. Given a (split) Poincaré-Verdier sequence (C, Ϙ) → (C′, Ϙ′) → (C′′, Ϙ′′) and a finite

poset I such that (−)I ∶ Catp∞ → Cath∞ preserves Poincaré ∞-categories. Then the induced sequences

(C, Ϙ)I ⟶ (C′, Ϙ′)I ⟶ (C′′, Ϙ′′)I

and

(C, Ϙ)I ⟶ (C′, Ϙ′)I ⟶ (C′′, Ϙ′′)I
are (split) Poincaré-Verdier sequence.



HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES II: COBORDISM CATEGORIES AND ADDITIVITY 39

Note that by [I].6.5.12, the functor (−)I ∶ Cath∞ → Cath∞ preserves Catp∞ provided (−)I does, which in
turn is equivalent to (Sp!, Ϙu)I being Poincaré.

Proof. Let us treat the tensoring, the argument for the cotensoring being entirely dual. As a left adjoint,
the tensoring construction generally preserves colimits, and by [I].6.5.10 tensoring with a finite poset also
preserves limits. This gives the part of the statement disregarding splittings. But for example from [I].6.5.8
we find that the operation (−)I ∶ Catex∞ → Catex∞ preserves adjoints, which implies the split case. �

1.5. Additive and localising functors. In this section we establish the basic notions of additive, Verdier-
localising and Karoubi-localising functors. They are based on a mild generalisation of Poincaré-Verdier and
Ponicaré-Karoubi sequences in the form of certain bicartesian squares. Sending these particular bicarte-
sian squares to bicartesian squares isolates the localisation properties enjoyed by Grothendieck-Witt theory
axiomatically.

In the present paper we focus almost exclusively on Verdier-localising (or even additive) functors. To-
gether with the principal example of the Karoubi-Grothendieck-Witt functor, Karoubi-localising functors
are studied thoroughly in Paper [IV] and we only briefly mention them here for completeness’ sake.

1.5.1. Definition. A (split) Verdier square is a commutative square

(13)
C D

C′ D′

in Catex∞ which is cartesian and whose vertical maps are (split) Verdier projections. We say that a square as
in (13) is a Karoubi square if it becomes cartesian in Catex

∞,idem
after applying completion and its vertical

maps are Poincaré-Karoubi projections.
A (split) Poincaré-Verdier square is a commutative square

(14)

(C, Ϙ) (D,Φ)

(C′, Ϙ′) (D′,Φ′)

in Catp∞ which is cartesian and whose vertical maps are (split) Poincaré-Verdier projections. We say that
a square as in (14) is a Poincaré-Karoubi square if it becomes cartesian after applying the idempotent
completion functor of Proposition 1.3.3 and its vertical maps are Poincaré-Karoubi projections.

1.5.2. Remarks.

i) A (split) Poincaré-Verdier square with lower left corner 0 ∈ Catp∞ is exactly a (split) Poincaré-Verdier
sequence. The same holds for Poincaré-Karoubi sequences.

ii) The classifying squares of Theorem 1.2.9 and Proposition A.2.11 give examples of split (Poincaré-
)Verdier squares.

iii) Any Poincaré-Verdier square is also cocartesian in Catp∞: Indeed, extend (14) to a commutative rec-
tangle

(15)

(E, Ϙ|E) (C, Ϙ) (D,Φ)

0 (C′, Ϙ′) (D′,Φ′)

in which both squares are cartesian and the vertical maps are Poincaré-Verdier projections. Then the
external rectangle is cartesian by the pasting lemma, and hence cocartesian since the right vertical
map is a Verdier projection. For the same reason the left square is cocartesian and so the right square
is cocartesian by the pasting lemma. Similarly, every Poincaré-Karoubi square becomes cocartesian
in Cat

p

∞,idem
after applying idempotent completion.

iv) By Corollary 1.2.6 and Corollary A.2.7 the collection of split (Poincaré-)Verdier projections is closed
under pullback. Therefore a cartesian square in Catp∞ is a split Poincaré-Verdier square if only its right
vertical leg is a split-Verdier projection. The same statement holds for general Poincaré-Verdier squares
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by Lemma A.1.11, Remark 1.1.8 and Proposition A.3.15. The case of Poincaré-Karoubi squares fol-
lows from this.

v) Proposition 1.3.5 implies that every Poincaré-Verdier square is a Poincaré-Karoubisquare. Conversely,
a Poincaré-Karoubisquare involving idempotent complete Poincaré∞-categories is a Poincaré-Verdier
square if and only if its vertical maps are essentially surjective.

The following are useful recognition criteria for (Poincaré)-Verdier squares:

1.5.3. Lemma. Consider a diagram

C C′

D D′

i

p p′

j

in Catex∞ such that p and p′ are (split) Verdier projections. Then the square is a Verdier square if and only

if the induced map ker(p) → ker(p′) is an equivalence and the square is adjointable.

The same statement holds for a diagram

(C, Ϙ) (C′, Ϙ′)

(D,Φ) (D′,Φ′)

i

p p′

j

in Catp∞ whose vertical maps are (split) Poincaré-Verdier projections, i.e. it is cartesian if and only if the in-

duced map (ker(p), Ϙ) → (ker(p′), Ϙ′) is an equivalence and the underlying diagram of stable ∞-categories

is adjointable.

Furthermore, for a diagram in Catp∞ as above, left adjointability and right adjointability are equivalent.

The adjointablity condition is not automatic: Consider for example the shear map

C2
→ C2, (c, c′) ↦ (c, c ⊕ c′)

as a self-map of the Verdier projection pr1 ∶ C2
→ C. It is, however, easily checked in practise, especially

in the Poincaré setting: For example, for a square

A A′

B B′

ofE1-rings, left adjointability of the square formed by the extension-of-scalars functors on compact modules
is equivalent to the natural map A′ ⊗A B → B′ being an equivalence. Under the assumption that the map
ker(p) → ker(p′) is an equivalence, it is also easily checked equivalent to the condition that i induces
equivalences

HomC(x, c) → HomC′(i(x), i(c)) and HomC(c, x) → HomC′(i(c), i(x))

for all x ∈ ker(p) and c ∈ C. In this guise the non-hermitian part of Lemma 1.5.3 is directly verified by
Krause in [Kra20, Lemma 3.9], whereas we will simply appeal to our classification of (Poincaré-)Verdier
projections.

Proof. We explicitly checked that Verdier squares are adjointable as part of Proposition A.3.15; this contains
the much simpler case of split Verdier squares. As mentioned for the more interesting converse we appeal to
the classification results for Verdier sequences: In the split case Proposition A.2.11 implies that both p and
p′ are pulled back from the same split Verdier projection, and thus from one another, since the classifying
map of p is that of p′ composed with the arrow D → D′ by Proposition A.2.13. In the case of a Karoubi
projection the same argument can be made using Proposition A.3.14 and Proposition A.3.15 instead. For
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the case of general Verdier sequences we then immediately obtain that

C♮ (C′)♮

D♮ (D′)♮

i

p p′

j

is a cartesian square and deduce that the map from C to the pullback in the original square is fully faithful. It
remains to show that it is essentially surjective. This follows immediately from Thomasson’s classification
of dense subcategories Theorem A.3.2, since Verdier projections induce exact sequences on K0.

The Poincaré case follows by the exact same argument using Proposition 1.2.11 and Corollary 1.3.16
instead of Proposition A.2.13 and Proposition A.3.15.

Finally, to see that the two adjointability conditions are equivalent in the Poincaré case, simply note that
DϘ ∶ Cop

→ C induces an equivalence

Pro(C)op ≃ Ind(Cop) ⟶ Ind(C)

and similarly for C′, D and D′. Since all functors in sight commute with the dualities, conjugation with the
above equivalence exchanges left and right adjoints, which gives the claim. �

We now come to the main definition of this subsection.

1.5.4. Definition. Let E be an ∞-category which admits finite limits and F∶ Catp∞ → E a functor. Recall
that F is said to be reduced if F(0) is a terminal object in E. We say that a reduced functor F is addi-

tive, Verdier-localising or Karoubi-localising, if it takes split Poincaré-Verdier squares, arbitrary Poincaré-
Verdier squares or Poincaré-Karoubi squares to cartesian squares, respectively.

We shall denote the ∞-categories of these functors by

Funadd(Catp∞,E), Funvloc(Catp∞,E), and Funkloc(Catp∞,E),

respectively.

It follows from Remark 1.5.2 that there are inclusions

Funkloc(Catp
∞
,E) ⊆ Funvloc(Catp

∞
,E) ⊆ Funadd(Catp

∞
,E)

as full subcategories. We note that additive, Verdier-localising and Karoubi-localising invariants are closed
in Fun(Catp∞,E) under limits (which are computed pointwise), such as taking loops. Colimits on the other
hand are generally not computed pointwise (unless E is stable), and we shall see in the next section that the
Q-construction implements suspension in the category Funadd(Catp∞, S), which is ultimately the reason for
the universal property of Grothendieck-Witt theory.

Warning. Here we follow the convention of the fifth author and Tamme to divorce the preservation of fil-
tered colimits from the preservation of certain fibre sequences and squares. As a result, the ∞-categories
appearing in the end of Definition 1.5.4 are not locally small. The reader who is adverse to non-locally small
∞-categories is invited to restrict attention only to accessible additive/Verdier-localising/Karoubi-localising
functors; this will not affect any of the statements in this paper, nor their proofs.

We also note that if one fixes a regular cardinal � and restricts attention only to those additive/Verdier-
localising/Karoubi-localising functors that preserve �-filtered colimits then the corresponding variants of
Funadd(Catp∞,E), Fun

vloc(Catp∞,E) and Funkloc(Catp∞,E) become presentable, and a reader who so prefers
may fix at this moment once and for all a sufficiently large such �. At any rate, the most interesting examples
of such functors that appear in this paper, such as the Grothendieck-Witt, K- and L-theory spectra, even
preserve !-filtered colimits.

Any additive, Verdier-localising or Karoubi-localising functor sends split Poincaré-Verdier, Poincaré-
Verdier or Poincaré-Karoubi sequences, respectively, to fibre sequences. If E is stable, the converse holds
as well:

1.5.5. Proposition. A reduced functor F∶ Catp∞ → E with E stable is additive, Verdier-localising or

Karoubi-localising if and only if it takes split Poincaré-Verdier, Poincaré-Verdier or all Poincaré-Karoubi

sequences to exact sequences in E.
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Proof. Apply F to the rectangle in Remark 1.5.2 and use the pasting lemma. �

For non-stable E we expect, however, that the condition of being additive or Verdier-localising is strictly
stronger than sending split Poincaré-Verdier or Poincaré-Verdier sequences to fibre sequences, and similarly
for the condition of being Karoubi-localising. We will need the stronger variant in §2.6 with target S, when
we discuss the additivity theorem for cobordism categories.

1.5.6. Proposition. A functor F∶ Catp∞ → E is Karoubi-localising if and only if it is Verdier-localising and

invariant under Karoubi equivalences.

Proof. The “only if” part follows from Remark 1.5.2 and the fact that

(C, Ϙ) 0

(C, Ϙ)♮ 0

forms a Poincaré-Karoubi square. The other direction follows from the fact that every Poincaré-Karoubi
square is Karoubi equivalent to a Poincaré-Verdier square: Assume that F is Verdier-localising and sends
Karoubi equivalences to equivalences. By definition of Karoubi squares it suffices to consider squares

(16)

(C, Ϙ) (D,Φ)

(C′, Ϙ′) (D′,Φ′),

all of whose corners are idempotent complete and whose vertical legs are Poincaré-Karoubi projections.Let
then A ⊆ C′ and B ⊆ D′ be the essential images of the left and right vertical arrows, respectively, which
are invariant under the respective dualities since these vertical arrows are Poincaré. Furthermore, their
inclusions are Karoubi equivalences by Corollary 1.3.12. Since (16) is cartesian the full subcategory A

coincides with the inverse image of B ⊆ D′ and the square

(17)

(C, Ϙ) (D,Φ)

(A, Ϙ′|A) (B,Φ′|B)

is again cartesian. Finally, it follows from Corollary 1.3.10 that the vertical maps in (17) are Poincaré-
Verdier projections, which gives the claim. �

1.5.7. Lemma. The categories

Funadd(Catp∞,E), Funvloc(Catp∞,E) and Funkloc(Catp∞,E)

are semi-additive and the forgetful functor

Funadd(Catp
∞
,MonE∞ (E)) ⟶ Funadd(Catp

∞
,E)

and its localising analogues are equivalences.

Proof. Since the ∞-categoryCatp∞ is semi-additive the category of product preserving functors Catp∞ → E

is also semi-additive by [GGN15, Corollary 2.4]. But products of additive, Verdier or Karoubi localising
functors are again such, which implies the first statement. The second follows from [GGN15, Corollary 2.5
iii)]. �

This allows us to set:

1.5.8. Definition. An additive functor F∶ Catp∞ → E is called group-like if the canonical lift of F to
MonE∞(E) actually takes values in the full subcategory GrpE∞ (E).

Equivalently, this is the same as saying that for every Poincaré ∞-category (C, Ϙ) it takes the shear map
(C, Ϙ) × (C, Ϙ) → (C, Ϙ) × (C, Ϙ) (given at the level of objects by (x, y) ↦ (x, x⊕ y)) to an equivalence in E.
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1.5.9. Remark. IfE is additive then any additive functorF∶ Catp∞ → E is group-like, because both forgetful
functors MonE∞ (E) → E and GrpE∞(E) → E are equivalences.

1.5.10. Examples. i) The functorsCr and Pn∶ Catp∞ → S are Verdier-localising since, by virtue of being
representable, they preserve all limits. They are not group-like.

ii) Lurie’s version of L-theory, i.e. the functor L∶ Catp∞ → Sp from [Lur11] is Verdier localising, see
§4.4 below for a discussion.

iii) Many examples can be obtained from functors Catex∞ → E satisfying the corresponding conditions for
(non-Poincaré) stable ∞-categories: For example the functors K∶ Catp

∞
→ S and K∶ Catp

∞
→ Sp,

which associate to a Poincaré ∞-category the algebraic K-theory space or spectrum of its underlying
stable ∞-category are Verdier-localising and group-like; this essentially follows from Waldhausen’s
additivity and fibration theorems, as implemented in the setting of stable ∞-categories by Blumberg-
Gepner-Tabuada [BGT13], we will review the situation in §2.7. Similarly, the functorK∶ Catp∞ → Sp
which associates to a Poincaré ∞-category the nonconnective K-theory spectrum of its underlying
stable ∞-category is Karoubi-localising by [BGT13].

iv) The functor K ◦(−)♮ (where (−)♮ is the idempotent completion functor of Proposition 1.3.3) is an
example of an additive, but non-Verdier-localising functor. Consequently, so is the cofibre of K →

K ◦(−)♮, which by the cofinality theorem is the same as H(K0(−
♮)∕K0(−)), where H∶ Ab → Sp

denotes the Eilenberg-Mac Lane functor. Note that by constrast the cofinality theorem also implies
that K ◦(−)♮ is Karoubi-localising.

It is the main purposes of this paper series to show that theseK-theoretic examples have hermitian analogues.

Finally, we record the following simple consequence of the splitting lemma:

1.5.11. Proposition. Let

(18) (C, Ϙ)
i

⟶ (C′, Ϙ′)
p

⟶ (C′′, Ϙ′′)

be a (split) Poincaré-Verdier sequence and let F∶ Catp∞ ⟶ E be a group-like (additive or) Verdier-

localising functor. Assume that the Verdier projection (C′, Ϙ′) ⟶ (C′′, Ϙ′′) admits a section s∶ (C′′, Ϙ′′) ⟶
(C′, Ϙ′) in Catp∞. Then i and s together induce an equivalence

(19) F(C, Ϙ)⊕ F(C′′, Ϙ′′)⟶F(C′, Ϙ′).

If, in addition, the Poincaré functor i admits a retraction r∶ (C′, Ϙ′) ⟶ (C, Ϙ) in Catp∞ then p and r together

induce an equivalence

(20) F(C′, Ϙ′)⟶F(C, Ϙ)⊕ F(C′′, Ϙ′′).

This equivalence is inverse to (19) when r◦s is the zero Poincaré functor.

Note, that since Catp∞ is only semi-additive, but not additive, the middle term in a Poincaré-Verdier
sequence admitting a Poincaré split as above, need not split as a direct sum before applying F.

The proof of Proposition 1.5.11 relies on the following version of the classical splitting lemma [Mac67,
Proposition I.4.3] from homological algebra (it should be considered standard, but we were not able to
locate a reference).

1.5.12. Lemma. Let A be an additive ∞-category which admits fibres and cofibres and let

x
i

⟶ y
r

⟶ x

be a retract diagram. Then the following statement hold:

i) The maps i∶ x⟶ y and f ib(r) ⟶ y induce an equivalence x ⊕ f ib(r) ⟶ y.

ii) The maps r∶ y⟶ x and y⟶ cof(i) induce an equivalence y⟶x ⊕ cof(i).
iii) The fibre sequence f ib(r) ⟶ y⟶ x is also a cofibre sequence.

iv) The cofibre sequence x⟶ y⟶ cof(i) is also a fibre sequence.

v) The composite map f ib(r) ⟶ y⟶ cof(i) is an equivalence.
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Proof. We first note that ii) and iv) follow from i) and iii), respectively, applied to the additive ∞-category
Aop. To prove i), it is actually enough to argue at the level of the homotopy category. To see this, observe
that for every z we have a fibre sequence of spaces

MapA(z, f ib(r)) ⟶ MapA(z, y) ⟶ MapA(z, x).

Since r admits a section the map �1MapE(z, y) ⟶ �1MapE(z, x) is surjective and hence the long exact
sequence in homotopy groups ends with a fibre sequence

�0MapA(z, f ib(r)) ⟶ �0MapA(z, y) ⟶ �0MapA(z, x).

of sets. This means that f ib(r) is also the fibre of r in the homotopy category Ho(A). Now since products
and coproducts descend to Ho(A) we have that Ho(A) is additive and the functor A ⟶ Ho(A) preserves
direct sums. It will hence suffice to show that i) holds for Ho(A), which is the classical splitting lemma
(see, e.g., [Bor94, Proposition 1.8.7]); the splitting lemma is usually phrased for abelian categories only,
but the proof from loc.cit. works verbatim in the additive case. Alternatively, it can be deduced from the
ablian case by embedding Ho(A) into its abelian envelope.

Let us prove iii). Note that i) provides us in particular with a retraction y ⟶ f ib(r) which vanishes
when restricted to x. We may then consider the resulting commutative diagram

0 f ib(r) 0

x y x

0 f ib(r) 0

i r

in which the middle row and middle column are retract diagrams. By i) the top left square is cocartesian
and hence by the pasting lemma the top right square is cocartesian as well. This gives iii).

To obtain v) use the pasting lemma to deduce that the bottom left square is cocartesian, which induces an
equivalence f ib(r)⟶ cof(i). But this map is the same as the one obtained from the composition f ib(r) ⟶
y⟶ cof(i) because the f ib(r) ⟶ y⟶ f ib(r) is a retract diagram. �

Proof of Proposition 1.5.11. To obtain the first equivalence (19) we apply part i) of the splitting lemma
1.5.12 to the retract diagram

F(C′′, Ϙ′′)
s∗
←←←←←←←←←→ F(C′, Ϙ′)

p∗
←←←←←←←←←←→ F(C′′, Ϙ′′)

in the additive ∞-category GrpE∞ (E) and identify the fibre of p∗ with F(C, Ϙ). By Part iii) of the same
lemma it follows that the fibre sequence

F(C, Ϙ)
i∗
⟶ F(C′, Ϙ′)

p∗
⟶ F(C′′, Ϙ′′)

is also a cofibre sequence in A. The second equivalence (20) then follows from Part ii) of the splitting
lemma applied the retract diagram

F(C, Ϙ)
i∗
←←←←←←←←→ F(C′, Ϙ′)

r∗
←←←←←←←←←→ F(C, Ϙ),

after identifying F(C, Ϙ) with the cofibre of i∗ with F(C′′, Ϙ′′) using the above. To see the final statement
note that two equivalences are inverse to each other if and only if they are one-sided inverses. Composing
in one direction we get the functor

(21) F(C, Ϙ)⊕ F(C′′, Ϙ′′) → F(C, Ϙ)⊕ F(C′′, Ϙ′′)

whose “matrix components” are
(
id r∗s∗
0 id

)
, and so (21) is homotopic to the identity as soon as r◦s is the

zero Poincaré functor. �
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2. THE HERMITIAN Q-CONSTRUCTION AND ALGEBRAIC COBORDISM CATEGORIES

In this section we introduce the main objects of study, namely the cobordism category constructed from
a Poincaré ∞-category. To motivate our perspective let (C, Ϙ) be a Poincaré ∞-category and (x, q), (x′, q′)
be two Poincaré objects in C. A cobordism from (x, q) to (x′, q′) is a span of the form

x
�
←←←←←←← w

�
←←←←←←→ x′

together with a path � ∶ �∗q → �∗q′ in the space Ω∞
Ϙ(w) of hermitian structures onw, such thatw satisfies

the Poincaré-Lefschetz condition with respect to x and x′, i.e. that the canonical map

(22) f ib(w→ x) ≃ f ib(x′ → x ∪w x
′) → f ib(x′ → DϘw) ≃ ΩDϘ(f ib(w→ x′)),

is an equivalence; here the middle map is induced by the map

w→ DϘx ×DϘw
DϘx

′

provided by � and the condition above can also be phrased as asking this map to be an equivalence.
For example, ifW is an oriented cobordism between two d-manifoldsM andN we obtain a span of the

form
C∗(M) ← C∗(W ) → C∗(N)

and the fundamental class [W ] determines a path relating the pullbacks of the two symmetric Poincaré
structures qM and qN onC∗(M) andC∗(N), respectively. Lefschetz duality for oriented manifolds precisely
implies that this path exhibits the span as a cobordism between the Poincaré objects (C∗(M), qM ) and
(C∗(N), qN) of (Dp(ℤ), Ϙs

ℤ

[−d]) in the sense above.
Now, cobordisms can be composed in a natural way, by first forming the corresponding composition at

the level of spans and then at the level of the paths between hermitian structures. This will allow us to define
an ∞-categoryCob(C, Ϙ)whose objects are the Poincaré objects of (C, Ϙ[1]) and whose morphisms are given
by cobordisms; the choice in shifts adheres to the usual convention from manifold theory that the category
Cobd have (d − 1)-dimensional closed manifolds as objects and d-dimensional cobordisms as morphisms.

To make this idea precise, we interpret a cobordism in (C, Ϙ) as a Poincaré object in the diagram category
(Fun(P ,C), ϘP ), whereP is the category ∙ ← ∙ → ∙, and ϘP is the Poincaré structure on the diagram category
given by the limit of the values of Ϙ on the diagram. This construction turns out to be the degree 1 part
of a simplicial Poincaré ∞-category Q(C, Ϙ), whose Poincaré objects in degree n may be interpreted as the
datum of n composable tuples of cobordisms. Varying (C, Ϙ) this construction gives rise to a functor

Q∶ Catp
∞

→ sCatp
∞
,

our implementation of the hermitianQ-construction, see §2.2. By considering the spaces of Poincaré objects
of these diagram categories we will therefore obtain a complete Segal space and then extract Cob(C, Ϙ) ∈
Cat∞ as the associated category in §2.3.

Then we develop the two main tools that will allow us to analyse this cobordism category and its homo-
topy type. First, we show how to describe the cobordism category using Ranicki’s algebraic surgery tech-
niques from [Ran80], adapted to the setting of Poincaré ∞-categories by Lurie in [Lur11]. Beside its uses
in the present paper, this serves as a fundamental tool in [HS21] to compare our definition of Grothendieck-
Witt theory with the classical L-, Witt and Grothendieck-Witt groups, and is also used extensively in Paper
[III]. The second topic, in §2.5 and §2.6, is the additivity theorem, which says that the functor

|Cob − | = |PnQ(−)|∶ Catp∞ → S;

is additive. This will be the basis for most of the structural results we prove about Grothendieck-Witt theory.
As far as the additivity theorem is concerned, the only property of the functor Pn that enters the proof,

is that is itself is additive. In fact, we will show that the functor

|FQ(−)|∶ Catp∞ → S

is additive whenever F∶ Catp∞ → S is additive. This added layer of generality will be used to establish the
additivity of the Grothendieck-Witt functor, defined via iteration of the hermitian Q-construction, and also
enters into the proof of its universal property.

Finally, in §2.7 we explain how our methods give rise to a new proof of the more classical additivity
theorem for the algebraic K-theory of stable ∞-categories.
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2.1. Recollections on the Rezk nerve. Before we get started, let us collect the necessary results regarding
the relationship between ∞-categories and Rezk’s complete Segal spaces established in [Rez01, JT07] and
suitably reformulated in [Lur09b, §1].

There is an adjoint pair of functors

asscat ∶ s S ⟂ Cat∞ ∶ N

with the Rezk nerve as right adjoint, given by

N(C)n = HomCat∞
(Δn,C),

and left adjoint given by left Kan extending the cosimplicial category

Δ− ∶ Δ ⟶ Cat∞

along the Yoneda embedding Δ → s S. By [Lur09b, Corollary 4.3.16], the nerve is fully faithful with
essential image the complete Segal spaces cSS ⊆ s S, in particular making Cat∞ a left Bousfield locali-
sation of s S (at what we shall refer to as the categorical equivalences). Consequently, there is also a left
adjoint comp∶ s S → cSS to the inclusion, often referred to as completion, and composing adjoints we
find asscat ◦ comp = asscat. Complete Segal spaces can be characterised in many ways, for us the most
convenient crition will be that a Segal space X lies in the essential image of N if and only if the diagram

X0 X3

X2
0

X2
1

s

Δ (d02,d13)

(s,s)

is cartesian, see [Lur09b, Proposition 1.1.13] or [Rez10, Proposition 10.1].
Furthermore, the restriction of the nerve functor to S ⊂ Cat∞ is given by the inclusion of constant

diagrams S → s S and passing to adjoints again shows that | asscatX| ≃ |X| for every simplicial space X.
In particular, �0| asscatX| is always the coequaliser of the two boundary maps �0X1 → �0X0.

Furthermore, Rezk showed in [Rez01, §14], see also [Lur09b, Proposition 1.2.27], that for any Segal
space X the natural map X → compX induces equivalences from the fibres of (d1, d0)∶ X1 → X0 × X0

to the same expression for compX. For X = NC this fibre, say over (x, y), is given by HomC(x, y). We
therefore find that for any Segal space X and any x, y ∈ X0 we have a canonical equivalence

HomasscatX(x, y) ≃ f ib(x,y)(X1 → X0 ×X0).

Similarly, for every simplicial space X, the inclusion of 0-simplices induces a natural map

X0 → �(asscatX)

on associated categories, which is a surjection on �0 by [Lur09b, Remark 1.2.17]. For X a Segal space
�(asscatX) ≃ |X×|, where X×

n is the full subspace of Xn consisting of all those edges that become equiva-
lences in asscatX by [Lur09b, Proposition 1.2.27], so the mapX0 → �(asscatX) is an equivalence whenever
X is complete. We will also have to use that the completion functor commutes with finite products, when
restricted to Segal spaces. This also follows immediately from [Lur09b, Proposition 1.2.27] since Segal
equivalences are evidently closed under finite products.

Finally, on the more abstract side, we note that by [Lur09a, Proposition 5.5.4.15], the categorical equiva-
lences are the saturation of the spine inclusions, which encode the Segal condition, and the mapΔ3∕Δ0,2,Δ1,3

→

Δ0. In particular, any colimit preserving functor s S → E (with E cocomplete) factors (uniquely) through
asscat ∶ s S → Cat∞ if it inverts these maps, i.e. if its restriction Δop

→ Eop along the Yoneda embedding
is a complete Segal object in E.

2.2. The hermitian Q-construction. Let K be an ∞-category and (C, Ϙ) an hermitian ∞-category.

2.2.1. Definition. Let QK (C, Ϙ) denote the following hermitian ∞-category: The underlying stable ∞-
category is given as the full subcategory QK (C) of Fun(TwAr(K),C) spanned by those functors F such
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that for every functor [3] → K , say i → j → k→ l ∈ K , the square

F (i ≤ l) F (j ≤ l)

F (i ≤ k) F (j ≤ k)

is bicartesian. The hermitian structure is given by restricting the quadratic functor

Ϙ
TwAr(K)(F ) = lim

TwAr(K)op
Ϙ◦F op

from Proposition [I].6.3.2.

When K = Δn we will shorten notation and denote QK (C, Ϙ) by Qn(C, Ϙ) and ϘΔ
n

by Ϙn. Also by
definition the hermitian∞-category (Fun(TwAr(K),C), ϘTwAr(K)) is the cotensor (C, Ϙ)TwAr(K), in the sense
of §[I].6.3. It is usually not Poincaré, while QK (C, Ϙ) is, as we will see below.

2.2.2. Remark. By the pasting lemma for cartesian squares, see [Lur09a, Lemma 4.4.2.1], we find that in
order to establish the condition in Definition 2.2.1 for all i ≤ j ≤ k ≤ l to suffices to check the case j = k.

2.2.3. Examples.

i) We have TwAr(Δ1) = ∙ ← ∙ → ∙, so Q1(C) is simply the category of spans in C, with no condition
imposed. Using Proposition [I].6.3.2, the duality on Q1(C, Ϙ) is given by the rule(

X ← Y → Z
)

↦

(
DϘX ⟵ DϘX ×DϘY

DϘZ ⟶ DϘZ
)
.

Following our explanation above, we interpret Q1(C, Ϙ) as the category of cobordisms in (C, Ϙ).
ii) Q2(C) consists of those diagrams

F (0 ≤ 2)

F (0 ≤ 1) F (1 ≤ 2)

F (0 ≤ 0) F (1 ≤ 1) F (2 ≤ 2)

in which the top square is bicartesian. It is therefore reasonable to think of Q2(C, Ϙ) as the category of
two composable cobordisms equipped with a chosen composite.

iii) By i), the functor

d1 ∶ Q1(C, Ϙ) → Q0(C, Ϙ) = (C, Ϙ), (X ← Y → Z) ↦ X

is duality-preserving so that its kernel is closed under the duality of Q1(C, Ϙ), and therefore a Poincaré
∞-category with the restricted Poincaré structure. In fact, there is a canonical equivalence of Poincaré
∞-categories

ker(d1) ≃ Met(C, Ϙ)

that sends 0 ← w→ c to w → c.
iv) We note that for the category In ⊆ TwAr(Δn) spanned by the pairs (i, j) with j ≤ i + 1 (the zig-zag

along the bottom) the restriction functor

Qn(C, Ϙ) → (Fun(In,C), Ϙ
In) = (C, Ϙ)In

is an equivalence of hermitian ∞-categories: On underlying categories, it follows from [Lur09a,
Proposition 4.3.2.15], that the right Kan extension functor Fun(In,C) → Fun(TwAr(Δn),C) is both
fully faithful and a left inverse to restriction. For X ∈ Fun(TwAr(Δn),C) it is then readily checked
from the pointwise formulae [Lur09a, Lemma 4.3.2.13] that being in Qn(C) is equivalent to being right
Kan extended from In. For the quadratic functor it follows since the inclusion I

op
n ⊆ TwAr(Δn)op

is final. By Remark [I].6.5.18 the arising hermitian structure on the right Kan extension functor
Fun(In,C) → Fun(TwAr(Δn),C) is an instance of the exceptional functoriality of Construction [I].6.5.14.

This description justifies us in thinking of Qn(C, Ϙ) as the category of n composable cobordisms in
(C, Ϙ) also for larger n.
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v) There is another description of the category underlying Qn(C, Ϙ): Letting Jn ⊆ TwAr(Δn) denote the
subset of those (i, j) with either i = 0 or j = n (the arch along the top), the restriction functor

Qn(C) → Fun(Jn,C)

is also an equivalence: A functor F ∶ TwAr(Δn) → C is in Qn(C) if and only if it is left Kan extended
from Jn. However, this equivalence does not translate the quadratic functor Ϙn into ϘJn , once n ≥ 2.
For example, for the element

X
idX
←←←←←←←←←←←←←←← X ← 0 → Y

idY
←←←←←←←←←←←←←→ Y

in Fun(J2,C) we find ϘJn given by Ϙ(X)⊕ Ϙ(Y ), where as Ϙ2 yields Ϙ(X ⊕ Y ), and these two terms
differ by BϘ(X, Y ). In fact, (Fun(Jn,C), Ϙ

Jn) is not Poincaré, whereas we will next establish this for
Qn(C, Ϙ).

Denoting the category of finite posets by Cat∞ we thus obtain a functor

Catop∞ × Cath∞ → Cath∞, (K,C, Ϙ) ↦ QK (C, Ϙ),

from Proposition [I].6.3.11, since clearly induced maps perserve the cartesianness condition of Defini-
tion 2.2.1. Restricting along the inclusion Δ ⊆ Cat∞ and adjoining the construction above we thus obtain
a simplicial object Q(C, Ϙ) ∈ sCath∞.

2.2.4. Definition. We call the functor Q∶ Cath∞ → sCath∞ just described the hermitian Q-construction.

We immediately note that the underlying category of Qn(C, Ϙ) only depends on C, and agrees with
Barwick-Rognes’ implementationQn(C) of the Q-construction, see [BR13, §3] upon restricting their set-up
to stable ∞-categories.

The following is at the heart of the present section:

2.2.5. Lemma. For every hermitian ∞-category (C, Ϙ) the simplical hermitian ∞-category Q(C, Ϙ) is a

Segal object of Cath∞. Furthermore, it is complete in the sense that the diagram

Q0(C, Ϙ) Q3(C, Ϙ)

Q0(C, Ϙ)
2 Q1(C, Ϙ)

2

s

Δ (d02,d13)

(s,s)

is cartesian in Cath∞, with horizontal maps given by total degeneracies.

At the level of underlying categories, this holds more generally for any of Barwick’s adequate triples in
place of the stable category C, see [HLN20, 3.7 Lemma].

Proof. We need to show that for every 0 ≤ i ≤ n the square

Qn C Q[0,i] C

Q[i,n] C Q[i,i] C

is a pullback square of Poincaré ∞-categories. This will follow readily from Example 2.2.3 iv). To this end,
note that the inclusions TwAr(Δi) → TwAr(Δn) and TwAr(Δ{i,…,n}) → TwAr(Δn) take the subcategories
Ii and I[i,…,n] to In, and in fact the induced diagram

I[i,i] I[i,n]

Ii In

is readily checked to be cocartesian in Cat∞, thus cartesian in Catop∞ . But the functor

Catop∞ → Catp∞, I ↦ (Fun(I,C), ϘI)
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being a right adjoint preserves limits, whence we obtain the first claim.
To see that Q(C, Ϙ) is complete recall that limits in Catex∞ may be computed in Cat∞ (as limits in Cat∞

of diagrams of stable ∞-categories and exact functors, are easily checked to be stable again), so the map
P → Q3(C) from the pullback P of the diagram

Q0(C)
2
→ Q1(C)

2
← Q3(C)

is fully faithful, since the degeneracyQ0(C) → Q1(C) is, and fully faithful functors are stable under pullback.
Its essential image is given by the diagrams consisting entirely of equivalences, as one can check directly
using the defining property of the Q-construction, and these are precisely the constant diagrams, i.e., the
totally degenerate ones.

The claim for the hermitian structure is immediate from Remark [I].6.1.3, since the diagram

Ϙ0(X)2 → Ϙ1(sX)2 ← Ϙ3(sX),

whose pullback defines the hermitian structure on P , evaluates to

Ϙ(X)2
id
←←←←←←←←→ Ϙ(X)2

Δ
←←←←←←←←← Ϙ(X),

so has pullback Ϙ(X). �

2.2.6. Lemma. For fixed (C, Ϙ) ∈ Cath∞ the functor Q−(C, Ϙ)∶ Catop∞ → Cath∞ preserves limits.

Of course the functor QK (−)∶ Cath∞ → Cath∞ also preserves limits, essentially by construction.

Proof. On underlying categories this is [HLN20, 3.8 Proposition]. We repeat the argument with hermitian
structures tagging along:

One first considers only diagrams I ∶ Kop
→ Cat∞ whose colimits are preserved by the Rezk nerve.

Such colimits are preserved by the functor TwAr ∶ Cat∞ → Cat∞, by a direct calculation at the level of
Rezk nerves, and so are the subcategories making up the Q-construction. Therefore,

lim
k∈K

QIk(C, Ϙ) and Qcolimk∈K Ik
(C, Ϙ)

are the same hermitian subcategory of

lim
k∈K

(C, Ϙ)TwAr(Ik) ≃ (C, Ϙ)colimk∈K TwAr(Ik) ≃ (C, Ϙ)TwAr(colimk∈K Ik),

and thus Q−(C, Ϙ) commutes with limits over diagrams that are compatible with the Rezk nerve. For an
arbitrary ∞-categoryK , this implies

QK (C, Ϙ) ≃ lim
n∈Δ∕K

Qn(C, Ϙ)

since Δ∕K → Δ ⊂ Cat∞ has colimit K , and this is tautologically preserved by the Rezk nerve.
To deduce that Q−(C, Ϙ)∶ Catop∞ → Cath∞ preserves arbitrary limits note that it suffices to prove this

after precomposition with asscat ∶ s Sop → Catop
∞

. But the unique limit preserving functor F ∶ s Sop →

Cath∞ extending Q(C, Ϙ)∶ Δop
→ Cath∞ inverts categorical equivalences by 2.2.5 and the final part of the

discussion in §2.1, so it suffices to check its agreeance with Qasscat(−)(C, Ϙ) on complete Segal spaces. For
such an X we find

F (X) ≃ lim
n∈Δ∕X

Qn(C) ≃ lim
n∈Δ∕N(asscat(X))

Qn(C) ≃ Qasscat(X)(C).

�

We next show the following statements, whose proofs share some notation we will not need again:

2.2.7. Lemma. The functor Q∶ Catop∞ × Cath∞ → Cath∞ restricts to a functor Catop∞ × Catp∞ → Catp∞. In

particular, Q(C, Ϙ) is a complete Segal object of Catp
∞

, whenever (C, Ϙ) is Poincaré.

2.2.8. Lemma. For (C, Ϙ) a Poincaré ∞-category all face maps in Q(C, Ϙ), and more generally all maps

induced by injections in Δ, are split Poincaré-Verdier projections.
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Proof of Lemmata 2.2.7& 2.2.8. There are two good approaches to the statements about Q(C, Ϙ). Either,
one directly attacks them using the machinery developed in §[I].6.6, or one reduces the statement to explicit
checks for small values of n using the Segal condition. At the cost of being less elementary, we will here
use the former route as it leads to shorter proofs.

That the categories Qn(C, Ϙ) are Poincaré follows immediately from Proposition [I].6.6.1 and Exam-
ples 2.2.3, since In is the poset of faces for the triangulation of the interval using n + 1-vertices. It also
follows that Poincaré functors (C, Ϙ) → (C′, Ϙ′) induce Poincaré functors Qn(C, Ϙ) → Qn(C

′, Ϙ′).
To see that the induced hermitian functors �∗ ∶ Qn(C, Ϙ) → Qm(C, Ϙ) for � ∶ Δm → Δn preserve the

dualities, we distinguish two cases, namely the inner face maps on the one hand, and the outer face maps
and degeneracies on the other. Since every morphism in Δ can be written as a composition of such, this
will suffice for the claim.

The latter maps all take the subset Im ⊆ TwAr(Δm) into In, and the restriction is induced by a map of the
simplicial complexes giving rise to Im and In. Thus Proposition [I].6.6.2 gives the claim. The interior faces
do not preserves the subsets Im, however. Instead, we claim that they are instances of the exceptional func-
toriality of Construction [I].6.5.14 associated to a refinement among triangulations. Namely, one readily
checks that di∶ TwAr(Δn) → TwAr(Δn+1) admits a right adjoint ri ∶ TwAr(Δn+1) → TwAr(Δn) explicitly
given by

(k ≤ l) ⟼

⎧⎪⎪⎨⎪⎪⎩

(k ≤ l) l < i or k < l = i

(k − 1 ≤ l) k = l = i

(k ≤ l − 1) k < i < l

(k − 1 ≤ l − 1) i ≤ k < l or i < k = l

As a right adjoint ri is cofinal, so by Example [I].6.5.15 the pullback functor

(di)
∗ ∶ (C, Ϙ)TwAr(Δ

n+1)
⟶ (C, Ϙ)TwAr(Δ

n)

agrees with the exceptional functoriality along ri. From the explicit formula it is clear that ri takes In+1 into
In, so we find a commutative square

(C, Ϙ)In+1 (C, Ϙ)In

(C, Ϙ)TwAr(Δ
n+1) (C, Ϙ)TwAr(Δ

n)

(ri)∗

(ri)∗

where vertical maps are the exceptional functorialities associated to the inclusions In ⊆ TwAr(Δn) which
are also cofinal (the diagram commutes since exceptional functorialities compose by Remark [I].6.5.17).
But the vertical maps are equivalences onto Qn(C, Ϙ) by Example 2.2.3 iv). The claim now follows from
Proposition [I].6.6.2, since the restriction of ri to In+1 → In comes from the refinement of triangulation of
the interval that adds a new ith vertex.

This shows thatQ restricts to a functorΔop×Catp∞ → Catp∞, and in particular, it follows from Lemma 2.2.5
above, that Q(C, Ϙ) is a complete Segal object of Catp∞ for every (C, Ϙ) ∈ Catp∞, because limits in Catp∞ are
computed in Cath∞. But since generallyK = colimn∈Δ∕K Δn in Cat∞ we find

QK (C, Ϙ) = lim
n∈Δ∕K

Qn(C, Ϙ)

inCath∞ from Lemma 2.2.6. But the right hand side lies inCatp∞ again because the forgetful functorCatp∞ →

Cath∞ preserves limits. This finishes the proof of Lemma 2.2.7.
We finally establish Lemma 2.2.8. We only need to consider face maps, since split Poincaré-Verdier

projections are stable under composition by the characterisation in Corollary 1.1.6. For the inner faces
this is immediate from Proposition 1.4.14, since ri∶ In+1 → In is evidently a localisation at the edges
(i−1 ≤ i) → (i ≤ i) and (i ≤ i+1) → (i ≤ i). For the outer faces it is an instance of Proposition 1.4.11. �

2.2.9. Remark. If (C, Ϙ) is a commutative algebra in Catp∞ with respect to the symmetric monoidal structure
constructed in §[I].5.2, then each Qn(C, Ϙ) inherits such a structure again; however these structures are not

compatible with the simplicial structure.
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2.3. The cobordism category of a Poincaré ∞-category. We now proceed to extract the cobordism cat-
egory from the hermitian Q-construction. As mentioned in the introduction it will be useful to do this in
the generality of an arbitrary additive F∶ Catp∞ → S, but the reader is encouraged to envision F = Pn

throughout.

2.3.1. Proposition. Let (C, Ϙ) be a Poincaré ∞-category and F∶ Catp∞ → S an additive functor. Then

FQ(C, Ϙ) is a Segal space and if, furthermore, F preserves arbitrary pullbacks, it is complete.

When F is the functor Cr ∶ Catp∞ → S completeness was established in [BR13, 3.4 Proposition] by
different means. For arbitrary additiveF, the Segal spaceFQ(C, Ϙ) is in general not complete. For example,
if F is group-like, then FQ(C, Ϙ) is complete if and only if FHyp(C) ≃ 0, see Remark 3.2.18.

Proof. For the first part we need to show that

FQn(C, Ϙ) FQ[0,i](C, Ϙ)

FQ[i,n](C, Ϙ) FQ[i,i](C, Ϙ)

is cartesian for every 0 ≤ i ≤ n. But before applying F the square is a Poincaré-Verdier square by Lem-
mas 2.2.8 and 2.2.5, and by assumption F preserves the cartesianness of such squares.

The assertion on completeness is immediate from the final part of Lemma 2.2.5. �

2.3.2. Definition. Let CobF(C, Ϙ) denote the category associated to the Segal space FQ(C, Ϙ[1]). We shall
writeCob(C, Ϙ) forCobPn(C, Ϙ) and call it the cobordism category of (C, Ϙ). Furthermore, we setCob)(C, Ϙ) =
Cob(Met(C, Ϙ[1])), the cobordism category with boundaries.

We shall refer to CobF(C, Ϙ) as the F-based cobordism category and hope the two possible superscripts
(F and )) will not lead to confusion. By the functoriality of the Q-construction and the previous discussion
the construction of these categories assemble into a functor

Funadd(Catp∞, S) × Catp∞ → Cat∞.

An entirely analogous definition can be made for additive functors F∶ Catex∞ → S (i.e. reduced and sending
split Verdier squares to cartesian squares), resulting a category SpanF(C), with F = Cr giving rise to the
usual span category considered in [BR13].

2.3.3. Example.

i) Straight from the definition we have CobCr(C, Ϙ) ≃ Span(C) for every small stable ∞-category C.
ii) Similarly one obtains an equivalence

CobF(Hyp(C)) ≃ SpanF◦Hyp(C)

by commuting the hyperbolic andQ-constructions: From the natural equivalences of Remarks [I].6.4.6
and [I].7.2.23, we find

Funex((E, Ϙ),Qn Hyp(C)) ≃ Funex((E, Ϙ),Hyp(C)In)

≃ Funex((E, Ϙ)In ,Hyp(C))

≃ Hyp(Funex(EIn
,C))

≃ Hyp(Funex(E,CIn))

≃ Funex((E, Ϙ),HypQn(C)).

so the natural map QHyp(C) ⇒ HypQ(C) in sCatp∞ is an equivalence.
iii) In particular, PnHyp(C) ≃ �(C) gives

Cob(Hyp(C)) ≃ Span(C)

for every stable ∞-category, see Proposition [I].2.2.5.
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iv) There are canonical equivalences

Cob(C, Ϙs) ≃ Span(C)hC2 ∶

By Remark [I].2.2.8, a Poincaré structure on an ∞-category D induces a natural C2-action on �D. In
particular, we Ϙs induces a C2-action on the simplicial space �QC and therefore a C2-action on the
associated category Span(C). By Proposition [I].6.2.2, the Poincaré structure (Ϙs)TwAr[n] is symmetric
so that by Proposition [I].2.2.11 PnQn(C, Ϙ

s) ≃ �Qn(C)
hC2 . As �QC is a complete Segal space, this

implies the claim.
v) There is a canonical equivalence

CobF(C, Ϙ) ≃ CobF(C, Ϙ)op

natural in the Poincaré∞-category (C, Ϙ), since Q(C, Ϙ) is naturally identfied with Q(C, Ϙ)op (the rever-
sal of the simplicial object) via the canonical identificationTwAr(Δn) ≅ TwAr((Δn)op) of cosimplicial
objects.

We will now collect a few basic properties of such cobordism categories. Note that the inclusion of
0-simplices of FQ(C, Ϙ[1]) gives a natural map

F(C, Ϙ[1]) ⟶ �CobF(C, Ϙ)

that is surjective on �0. Informally, for F = Pn this map takes any Poincaré object to itself and an equiva-

lence f ∶ x → x′ to the cobordism x
idx
←←←←←←←←←←←←← x

f
←←←←←←←→ x′. Proposition 2.3.1 implies:

2.3.4. Corollary. The natural map

F(C, Ϙ[1]) → �CobF(C, Ϙ)

is an equivalence, whenever F preserves pullbacks. In particular, a Poincaré cobordism

(x, q) ← (w, p) → (x′, q′)

considered as a morphism in Cob(C, Ϙ) is invertible if and only if both underlying mapsw → x andw→ x′

are equivalences in C.

2.3.5. Remark. In the geometric cobordism category Cobd , one can perform a similar analysis: If a mor-
phism W in Cobd is invertible, then it is an ℎ-cobordism and the converse is true if d ≠ 4, the inverse of
W given by the ℎ-cobordism with Whitehead torsion −�(W ) ∈ Wh(�1()0W )).

Furthermore, the homotopy type of �Cobd is closely related to the classifying space for ℎ-cobordisms
[RS19].

There is similarly a simple way for producing diagrams in CobF(C, Ϙ), via the following canonical map
with K ∈ Cat∞ and (C, Ϙ) ∈ Catp∞

FQK (C, Ϙ) ⟶ HomsS(NK,FQ(C, Ϙ)) ⟶ HomsS(NK, comp(FQ(C, Ϙ))) ≃ HomCat∞
(K,CobF(C, Ϙ)),

arising from considering the first two terms as functors s Sop → S (the first by precomposition with asscat,
the second directly), which restrict to FQ(C, Ϙ) along the Yoneda embedding and observing that the target
preserves limits.

2.3.6. Proposition. If F∶ Catp∞ → S preserves arbitrary limits, the above map gives an equivalence

FQK (C, Ϙ) ⟶ HomCat∞
(K,CobF(C, Ϙ))

for every K ∈ Catp∞ and (C, Ϙ) ∈ Catp∞.

Proof. All maps in the construction above are equivalences in this case, the former by Lemma 2.2.6, the
second by Lemma 2.2.7, and the third since N is fully faithful. �

Since the association (C, Ϙ) ↦ Qn(C, Ϙ) preserves products, as does completion of Segal spaces, it fol-
lows that the functor CobF ∶ Catp∞ ⟶ Cat∞ preserves products. Since Catp∞ is pre-additive (see Propo-
sition [I].6.1.7) the categories CobF(C, Ϙ) acquire natural symmetric monoidal structures induced by the
direct sum operation in C. In particular, �0|CobF(C, Ϙ)| is naturally a commutative monoid; explicitly when
F = Pn, �0|Cob(C, Ϙ)| is the monoid of cobordism classes of Poincaré objects in (C, Ϙ) under orthogonal
sum. Now, �0|CobF(C, Ϙ)| is in fact a group by the following result:
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2.3.7. Proposition. The Poincaré functor (idC,−idϘ)∶ (C, Ϙ) → (C, Ϙ) induces an inversion map on�0|CobF(C, Ϙ)|
for every additive F∶ Catp∞ → S and every Poincaré ∞-category (C, Ϙ). In particular, |CobF(C, Ϙ)| is al-

ways an E∞-group in its canonical E∞-structure.

2.3.8. Remark. Let us warn the reader, that the Poincaré functor (idC,−idϘ) does not generally induce the
inversion on the entirety of |CobF(C, Ϙ)|, the difference between the two maps merely vanishes on �0. We
will give a formula for the inversion map at the space level in Corollary 3.1.8 below.

For the proof we need a construction which will reappear later:

2.3.9. Construction. Consider the hermitian functor bcyl∶ (C, Ϙ) → Q1(C, Ϙ), representing a bent cylinder,
which consists of the functor

X ↦ [X ⊕X
ΔX
←←←←←←←←←←←←←←← X → 0]

and the map of quadratic functors induced by the commutative diagram

ϘX

Ϙ1(bcylX) Ϙ(X ⊕X) ϘX ⊕ ϘX ⊕ BϘ(X,X)

∗ ϘX

(id,−id,0)

Δ∗

pr1+pr2

whose left hand square is cartesian by definition of Ϙ1, and whose right most horizontal map is an equiv-
alence by definition of BϘ. The construction is readily checked to give a Poincaré functor by unwinding
definitions.

Informally, the bent cylinder provides a nullbordism of the sum of any Poincaré object with its reversed
hermitian form.

Proof of Proposition 2.3.7. Recall from the discussion of Segal spaces that �0|CobF(C, Ϙ)| is the coequaliser
of the two boundary maps �0FQ1(C, Ϙ

[1]) → �0F(C, Ϙ
[1]). By construction then the element bcyl∗x ∈

�0FQ1(C, Ϙ
[1]) witnesses

0 = x + (idC,−idϘ)∗x ∈ �0F(C, Ϙ
[1])

for every x ∈ �0F(C, Ϙ
[1]). The claim follows. �

2.3.10. Corollary. For any additive functor F∶ Catp∞ → S, the natural map �0F(C, Ϙ
[1]) → �0|CobF(C, Ϙ)|

fits into a cocartesian square

�0F(Met(C, Ϙ[1])) �0F(C, Ϙ
[1])

0 �0|CobF(C, Ϙ)|

met

of commutative monoids.

In other words, �0|CobF(C, Ϙ)| is the quotient of �0F(C, Ϙ
[1]) by the congruence relation identifying x

and x′ if there exist y, y′ ∈ �0FMet(C, Ϙ[1]) such that

x +met(y) = x′ +met(y′).

In particular, for F = Pn we obtain an isomorphism

�0|Cob(C, Ϙ)| ≅ L−1(C, Ϙ)

with the L-groups from §[I].2.4. We will further explain the relation in §4.4 below.

Proof. The two formulations are equivalent by the description of cokernels in the category of commutative
monoids. Now recall that�0|CobF(C, Ϙ)| is the coequaliser of the two boundary mapsd0, d1 ∶ �0FQ1(C, Ϙ

[1]) →

�0F(C, Ϙ
[1]). Using Example 2.2.3 iii), we conclude that the diagram is indeed commutative, and the right

vertical map surjective. Therefore, we obtain an induced surjective map on the cokernel ofmet and we claim
that this map has trivial kernel. To see this, we note that the image of (d0, d1) is an equivalence relation in
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�0F(C, Ϙ
[1]): It is clearly reflexive and transitive, and symmetry follows from the evident automorphism of

Q1(C, Ϙ) swapping source and target. Thus if x ∈ �0F(C, Ϙ
[1]) vanishes in �0|FQ(C, Ϙ[1])| then there exists

a w ∈ �0FQ1(C, Ϙ
[1]) with d0w = x and d1w = 0. But since

F(Met(C, Ϙ[1])) → FQ1(C, Ϙ
[1]) → F(C, Ϙ[1])

is a fibre sequence by Lemma 2.2.8, we conclude thatw lifts to �0F(Met(C, Ϙ[1])) and therefore vanishes in
the cokernel of met.

Now the map from �0F(C, Ϙ
[1]) into the cokernel is surjective (by the description of cokernels), and by

the same argument as in the proof of Proposition 2.3.7, we see that the cokernel of met is a group, just as
�0|CobF(C, Ϙ)|, so that the vanishing of the kernel implies injectivity. �

As the maps

met ∶ Met(Met(C, Ϙ)) → Met(C, Ϙ) and met ∶ Met(Hyp(C)) → Hyp(C)

are split by Remark [I].7.3.23 and Corollary [I].2.4.9, we obtain:

2.3.11. Corollary. For any Poincaré ∞-category (C, Ϙ), any small stable ∞-category D and any additive

functor F∶ Catp∞ → S the categories CobF(Met(C, Ϙ)) and CobF(Hyp(D)) are connected.

Let us have a closer look at these two cobordism categories. We recorded in Example 2.3.3 that the
forgetful functor Cob(Hyp(C)) → Span(C) is an equivalence, so in particular we find:

2.3.12. Observation. For every small stable ∞-category C there is a canonical equivalence

|Cob(Hyp(C))| ≃ Ω∞−1K(C).

Here, K(C) denotes the connective algebraic K-theory spectrum of C, defined for instance through the
iterated Q-construction for stable ∞-categories. In the case of Met(C), we have:

2.3.13. Proposition. There is a natural equivalence of ∞-categories

Cob(Met(C, Ϙ[1])) → Span(He(C, Ϙ)).

Furthermore, the forgetful functorSpan(He(C, Ϙ)) → Span(C) induces an equivalence on realisations. Thus,

|Cob(Met(C, Ϙ))| ≃ Ω∞−1K(C).

The resulting equivalence
|Cob(Met(C, Ϙ))| ≃ |Cob(Hyp(C))|

in fact holds more generally for the F-based cobordism categories as a formal consequence |CobF− | being
additive and group-like, see Corollary 3.1.5.

Proof. Commuting diagram categories we find

Q(Met(C, Ϙ)) ≃ Met Q(C, Ϙ)

so that Proposition [I].2.4.6 implies

PnQ(Met(C, Ϙ[1])) ≃ FmQ(C, Ϙ).

But without a non-degeneracy condition hermitian objects in a diagram category are just diagrams of her-
mitian objects, see Corollary [I].6.3.15. So the right hand side is equivalent to �Q(He(C, Ϙ)). Passing to
associated categories gives the first claim.

For the second claim we will show that

� ∶ Span(He(C, Ϙ)) ⟶ Span(C)

is cofinal and appeal to [Lur09a, Theorem Corollary 4.1.1.12]. By [Lur09a, Theorem 4.1.3.1], it suffices to
show that for every x ∈ Span(C) the under category Span(He(C))x∕ is contractible. Since �Span(C) ≃ �C
(which is immediate from our discussion of Segal spaces) we may naturally interpret x as an object of C
and hence consider the comparison map

(23) (He(C, Ϙ)∕x)
op ≃ (He(C, Ϙ)op)x∕ ⟶ Span(He(C, Ϙ))x∕
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induced by the following functor He(C, Ϙ)op → Span(He(C, Ϙ)): It is given by the identity on objects and

takes a morphism f ∶ x′ → x′′ to the span x′′
f
←←←←←←←← x′

id
←←←←←←←←→ x′; more formally the target functor TwAr(Δn) →

(Δn)op gives a natural transformation of complete Segal spaces

�Fun(Δ,−op) ≃ �Fun(Δop,−) → �Q(−),

which has the desired behaviour on associated categories. But the functor (23) admits a right adjoint:
Using the fibre sequence relating mapping spaces in under-categories with those in the original category
one readily checks that w → x is right adjoint to x′ ← w → x, and thus Yoneda’s lemma assembles this
assignment into a right adjoint functor. We conclude that (23) induces an equivalence on realisations. But
the category He(C, Ϙ)∕x has an initial object (the zero object of C with the trivial hermitian structure) and
is hence contractible. �

2.4. Algebraic surgery. In this subsection we translate Ranicki’s algebraic surgery to our set-up. This
provides a useful way of producing cobordisms, that we will heavily exploit in §[III].1 of Paper [III] and
[HS21], and gives a description of slice categories of Cob(C, Ϙ). We will approach these statements by
translating them into assertions about certain Segal spaces derived from the Q-construction, and for the
present paper it is, in fact, the analysis thereof that will play the largest role. We will follow the basic
description of algebraic surgery given by Lurie in [Lur11, Lecture 11].

Let (C, Ϙ) be a Poincaré ∞-category, and (X, q) be a Poincaré object therein. A surgery datum on (X, q)
consists of a map r∶ T → X and a nullhomotopy of f ∗q ∈ Ω∞

Ϙ(T ). In other words, this is the extension of
(X, q) to an hermitian (but not necessarily Poincaré) nullbordism, i.e. to an object of HeMet(C, Ϙ). Surgery
data organise into a space, and, more generally, into a category:

2.4.1. Definition. The category of surgery data in (C, Ϙ) is given by

Surg(C, Ϙ) = Pn(C, Ϙ) ×He(C,Ϙ) He(Met(C, Ϙ)),

where the right hand map in the pullback is induced by met ∶ Met(C, Ϙ) → (C, Ϙ). The fibre of Surg(C, Ϙ)
over some (X, q) ∈ Pn(C, Ϙ) is called the category of surgery data on (X, q) and denoted by Surg(X,q)(C, Ϙ).

We shall refer to the groupoid cores of these categories as the spaces of surgery data.

2.4.2. Remark. In geometric topology, a surgery datum on a closed oriented d-dimensional manifoldM is a
finite collection of disjointly embedded spheres ⨿iS

k with trivialised normal bundles. The induced map on
singular chains inherits the structure of an algebraic surgery datum in (Dp(ℤ), Ϙs[−d]) after applying chains
(the Poincaré form on the target arises via its identification with C∗(M;ℤ) trough Poincaré duality), for ex-
ample by feeding the trace of the geometric surgery datum into the surgery equivalence of Proposition 2.4.3
below.

Let us warn the reader that our presentation of algebraic surgery does not follow the overall convention
of creating Poincaré chain complexes from manifolds via their cochains; that convention would require us
to describe an algebraic surgery datum in a more cumbersome fashion via the mapX → S = DϘT , together
with a null-homotopy of the form after pull-back along DϘS ⟶ DϘX.

Like in the geometric setting, surgery data can be used to produce cobordisms: Given a surgery datum
(f ∶ T → X, ℎ∶ f ∗q ≃ 0), the composition

T
f
←←←←←←←→ X

q♯
←←←←←←←←←→ DϘX

DϘf
←←←←←←←←←←←←←←←←←←→ DϘT

is identified with (f ∗q)♯ and therefore null via ℎ. Therefore one can form the following diagram

T T 0

�(f ) X DϘT

Xf X∕T DϘT

f
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with exact rows and columns: Here �(f ) is the fibre of the composition X ≃ DϘX
DϘf
←←←←←←←←←←←←←←←←←←→ DϘT and Xf is

defined to be the cofibre of T → �(f ).
The resulting span [X ← �(f ) → Xf ] ∈ Q1(C) will then be the underlying object of the desired

cobordism:

2.4.3. Proposition (Surgery equivalence). The association � upgrades to an equivalence

� ∶ �Surg(C, Ϙ) → PnQ1(C, Ϙ),

such that the diagram

�Surg(C, Ϙ) PnQ1(C, Ϙ)

Pn(C, Ϙ).

�

pr1 d1

commutes, naturally in the Poincaré ∞-category (C, Ϙ).

The image of a surgery datum under this equivalence is called the trace of the surgery. By the commu-
tativity of the diagram above, the trace of a surgery on (X, q) starts at (X, q), and the other end of the trace,
that is Xf , is called the result of surgery. As already done here, we will use �(f ) for both the trace and its
total object.

Proof. We identify the Q1(C, Ϙ) with the full subcategory of Met(Met(C, Ϙ[1])) on those objects whose
“boundary of the boundary” is zero, i.e., with the fibre of

Met(Met(C, Ϙ[1]))
met
←←←←←←←←←←←←←←→Met(C, Ϙ[1])

met
←←←←←←←←←←←←←←→ (C, Ϙ[1]).

One readily checks that this yields an equivalence

Q1(C, Ϙ) ≃ (C, Ϙ) ×Met(C,Ϙ[1]) Met Met(C, Ϙ[1]))

in Catp∞, where the maps in the pull-back are given by taking boundaries on the right, and including objects
with boundary zero on the left. We obtain an equivalence

Pn(Q1(C, Ϙ)) ≃ Pn(C, Ϙ) ×Pn(Met(C,Ϙ[1])) Pn(Met Met(C, Ϙ[1]))

≃ Pn(C, Ϙ) ×Fm(C,Ϙ) Fm(Met(C, Ϙ))

= �Surg(C, Ϙ)

as desired from the algebraic Thom isomorphism (see Corollary [I].2.4.6). �

2.4.4. Remark. From the proof one also obtains the following explicit description of the inverse equivalence
on objects. Given a Poincaré cobordism with underlying object

X ← W → Y ,

its associated surgery datum has as underlying object the canonical map

f ib(W → Y ) → X.

The form on f ib(W → Y ) is the pull-back of the form on W to the fibre, which comes with a canonical
nullhomotopy, since the form pulls back from Y .

Now, by construction of Cob(C, Ϙ) there is a cartesian square

HomCob(C,Ϙ)(X, Y ) PnQ1(C, Ϙ
[1])

Δ0 Pn(C, Ϙ[1])2,

(d1,d0)

(X,Y )

so from a surgery datum T on (X, q) ∈ Pn(C, Ϙ−1), we obtain an element HomCob(C,Ϙ)(X,XT ). As men-
tioned we will make extensive use of this construction in §[III].1. Due to the inherently asymmetrical nature
of the surgery process, it is, however, not particularly convenient to describe the spaces HomCob(C,Ϙ)(X, Y )
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themselves (with prescribed Y ) in terms of surgery data on (X, q). The entire process does, however, gen-
eralise very well to describe the slice categories Cob(C, Ϙ)X∕ and more generally the comma category of
�Cob(C, Ϙ) over Cob(C, Ϙ). Let us denote the latter category by dec(Cob(C, Ϙ)), so that there is a pullback
diagram

dec(Cob(C, Ϙ)) Ar(Cob(C, Ϙ))

Pn(C, Ϙ[1]) Cob(C, Ϙ)

s

with s the source map. The terminology dec is issued from the word decalage, see Lemma 2.4.7 below.

2.4.5. Theorem. The surgery process results in an equivalence �

Surg(C, Ϙ[1]) dec(Cob(C, Ϙ))

Pn(C, Ϙ[1])

�

pr1 s

natural in the Poincaré ∞-category (C, Ϙ). In particular, there result equivalences

SurgX(C, Ϙ
[1]) ≃ Cob(C, Ϙ)X∕

for all X ∈ Pn(C, Ϙ[1]).

2.4.6. Remark. We will not exploit this description of Cob(C, Ϙ)X∕ in the present paper as we are forced

to consider CobF(C, Ϙ) for arbitrary additive F∶ Catp∞ → S in the sequel and do not know a similarly nice
description in that generality (see Remark 2.4.12 below for a discussion of this point). The description
features very prominently in [HS21].

The proof of Theorem 2.4.5 will occupy the remainder of this section. The construction of the equiva-
lence will proceed by first translating the assertion to the language of Segal spaces, see Proposition 2.4.10
below. To this end, let us first recall the following well-known construction of slice categories in Segal
spaces (for which we could not find a reference). We denote by dec∶ s S → s S the shifting or décalage
functor induced by the endofunctor [0] ∗ −∶ Δop

→ Δop, and similarly for simplicial objects in other
categories. Recall also that we set dec(C) ≃ �(C) ×C Ar(C) for any ∞-category C.

2.4.7. Lemma. There are canonical equivalences

N(dec(C)) ≃ decN(C)

natural in the category C, under which the nerve of the source and target functors

dec(C) → �C and dec(C) ⟶ C

correspond to the maps

N1+n(C) ⟶ N0(C)

N1+n(C) ⟶ Nn(C)

induced by +1∶ [n] → [1 + n] and the inclusion [0] → [1 + n], respectively. In particular, there result

equivalences

N(CX∕) ≃ f ib(t∶ dec(N(C)) → N0(C)),

naturally in n and (C, X), where the fibre is taken over X ∈ �C = N0(C).

Proof. Note that the statement is entirely analogous to the comparison of thin and fat slices in the theory
of quasicategories and the proof is conceptually similar as well. Unwinding the definitions the claim is
equivalent to there being a cocartesian square

Δn Δn × Δ1

Δ0 Δ1+n

d1

d0
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in Cat∞, that is natural in n; the contraction of Δ1+n onto its first vertex produces the map Δn ×Δ1
→ Δ1+n

appearing on the right. Explicitely, it is given by

(k, 0) ⟼ 0 and (k, 1) ⟼ k + 1.

That this diagram is cocartesian can be deduced from [Lur09a, Proposition 4.2.1.2], together with the fact
that homotopy cartesian diagrams in Joyal’s model structure on simplicial sets give cocartesian diagrams
in Cat∞.

But one can also give an internal argument: The contraction admits an explicit degreewise right inverse
(which is not natural in n) as follows: Simply include Δn+1 into Δn × Δ1 as by sending 0 to (0, 0) and k to
(k − 1, 1) for all 0 < k ≤ n + 1. Then the composition

Δn+1 ⟶ Δn × Δ1
⟶ Δn+1

is the identity, and conversely the composition

Δn × Δ1
⟶ Δn+1 ⟶ Δn × Δ1

comes with a unique natural transformation Δn ×Δ1 ×Δ1
→ Δn ×Δ1 to the identity. Given now a category

E against which to test the cocartesianness of the square above, this transformation preserves Δn × {0} so
adjoins to a transformation

Δ1 × Fun(Δn × Δ1,E) ×Fun(Δn,E) E ⟶ Fun(Δn × Δ1,E) ×Fun(Δn,E) E

from the composition in question to the identity. This is readily checked to be a pointwise equivalence. �

It follows conversely that for a complete Segal space C ∈ cSS and X ∈ C0 we find

asscat(C)X∕ ≃ asscat(f ib(s∶ dec(C) ⟶ C0))

where the fibres are taken overX. It is also easy to see that the right hand side is not affected by completion,
so this formula is valid for all Segal spaces C.

In particular, the ∞-category Cob(C, Ϙ)0∕ is modelled by the following Segal object:

2.4.8. Definition. Let (C, Ϙ) be a Poincaré ∞-category. We define the simplicial object Null(C, Ϙ) in Catp∞
as the fibre of the simplicial map dec(Q(C, Ϙ)) → Q0(C, Ϙ) = (C, Ϙ).

Explicitly, Nulln(C, Ϙ) consists of those diagrams '∶ TwAr[1 + n] ⟶ C in Q1+n(C, Ϙ) such that '(0 ≤

0) = 0, with the Poincaré structure restricted from Q1+n(C, Ϙ). In particular, Null0(C, Ϙ) ≅ Met(C, Ϙ).
In fact, the Poincaré ∞-category Nulln(C, Ϙ) is metabolic in the sense of Definition [I].7.3.10: Let L−

n ⊆
Nulln(C, Ϙ) be the full subcategory spanned by those diagrams'∶ TwAr[1+n]op ⟶ C with '(0 ≤ i) ≃ 0

for all i ∈ [1 + n]. Then, since ' is left Kan extended from J1+n ⊆ TwAr(Δ1+n) by Examples 2.2.3, the
restriction to the subposet of TwAr(Δ1+n) spanned by all (j ≤ 1 + n), j ≠ 0 gives an equivalence

pn ∶ L−
n → Fun(Δn,C)

and furthermore one readly checks that the restriction of the hermitian structure of Nulln(C, Ϙ) corresponds
precisely to ϘΔ

n
under pn.

2.4.9. Proposition. We have a natural equivalence

Pn(Nulln(C, Ϙ
[1])) ≃ Fm(Fun(Δn,C), ϘΔ

n
).

for Poincaré ∞-categories (C, Ϙ).

Proof. We will show more generally that the full subcategory L+
n ⊆ Nulln(C) formed by the duals of the

objects in L−
n is a Lagrangian in the sense of Definition [I].7.3.10; so that pn induces an equivalence

Pair
(
Fun(Δn,C), ϘΔ

n)
→ Nulln(C, Ϙ

[1])

by the recognition principle for pairing categories, Proposition [I].7.3.11, from which the claim follows
from the generalised algebraic Thom isomorphism, Proposition [I].7.3.5.

To see this, we observe that L+
n consists of all those'∶ TwAr[1+n]op ⟶ C that are left Kan-extended

from the subposetBn of TwAr(Δ1+n) spanned by all (0 ≤ j), or equivalently for which '(0 ≤ j) ⟶ '(i ≤
j) is an equivalence for i ≤ j ∈ [1 + n] (in addition to '(0 ≤ 0) = 0). The second description immediately
implies that the restriction of Ϙ1+n indeed vanishes, while the first exhibits left Kan extension from Bn as a
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right adjoint R to the inclusion L+
n ⊆ Nulln(C, Ϙ). Since also, by definition, L−

n = ker(R), the subcategory
L+
n is indeed a Lagrangian. �

Now under the equivalences of Lemma 2.4.7, Theorem 2.4.5 translates to the following generalisation
of Proposition 2.4.3:

2.4.10. Proposition. The algebraic surgery construction canonically extends to a cartesian diagram

PnQ1+n(C, Ϙ) Pn(C, Ϙ)

�Fun(Δn,He(Met(C, Ϙ))) �Fun(Δn,He(C, Ϙ))

d0

const

met

of functors Catp∞ × Δop
→ S.

Proof. Identify the Poincaré∞-categoryQ1+n(C, Ϙ)with the full Poincaré subcategory ofNullnMet(C, Ϙ[1])

on all objects whose boundary in Nulln(C, Ϙ
[1]) is of the form

b …

b 0 …

0 0 0 … ,

that is with the fibre of the composition

(24) NullnMet(C, Ϙ[1])
met
←←←←←←←←←←←←←←→ Nulln(C, Ϙ

[1])
d0
←←←←←←←←←←→ Qn(C, Ϙ

[1]);

this is achieved by the equivalences

Q1+n(C, Ϙ) ≃ Q1(C, Ϙ) ×(C,Ϙ) Qn(C, Ϙ)

≃ Met Met(C, Ϙ[1]) ×Met(C,Ϙ[1]) Qn(C, Ϙ)

≃ NullnMet(C, Ϙ[1]) ×QnMet(C,Ϙ[1]) Qn(C, Ϙ),

where the third identification is obtained from the pullback

Met(C, Ϙ) (C, Ϙ)

Nulln(C, Ϙ) Qn(C, Ϙ)

met

d0

(straight from the Segal condition Lemma 2.2.5) by pasting pullbacks. Since the right hand map in the last
description is fully faithful, this embeds Q1+n(C, Ϙ) fully faithfully into NullnMet(C, Ϙ[1]), and it is clear
that the essential image is as desired. But invoking the displayed pullback again, we find that the fibre of
the right hand maps in (24) is equivalent to

f ib(Met(C, Ϙ[1]) → (C, Ϙ[1])) ≃ (C, Ϙ),

the latter by the metabolic fibre sequence of Example 1.2.5. In total, we obtain an equivalence

Q1+n(C, Ϙ) ≃ (C, Ϙ) ×Nulln(C,Ϙ
[1]) NullnMet(C, Ϙ[1])

in Catp∞. But the functor Pn preserves limits, so

PnQ1+n(C, Ϙ) ≃ PnNullnMet(C, Ϙ[1]) ×PnNulln(C,Ϙ
[1]) Pn(C, Ϙ)

≃ FmFun(Δn,Met(C, Ϙ)) ×FmFun(Δn,(C,Ϙ)) Pn(C, Ϙ)

≃ �Fun(Δn,HeMet(C, Ϙ)) ×�Fun(Δn,He(C,Ϙ)) Pn(C, Ϙ)

the second equivalence by Proposition 2.4.9 and the third from Corollary [I].6.3.15. �
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2.4.11. Remark. Unwinding the algebraic Thom construction used in the proof above we can extract the
following description of the functor

dec(Cob(C, Ϙ)) → C

that takes a cobordism to its underlying surgery datum (without any form data): Per construction it is induced
by the composite

PnQ1+n(C, Ϙ) ⟶ Fun(Δn,He(Met(C, Ϙ)))
fgt
←←←←←←←←←←←←→ Fun(Δn,Ar(C))

s
←←←←←→ Fun(Δn,C)

where the first map is the left hand vertical one in 2.4.10, the middle forget the hermitian form and the right
takes the source of an arrow. It factors, naturally in n ∈ Δ, as the composite of the forgetful map

PnQ1+n(C, Ϙ) ⟶ Cr Q1+n(C)

followed by the map which takes a diagram F ∶ TwAr(Δ1+n) → C, forms the fibreG of the counit t∗t∗F →

F of the adjunction

t∗ ∶ Fun((Δ1+n)op,C) ⟷ Fun(TwAr(Δ1+n),C) ∶ t∗

and then takes its preimage under the fully faithful functor

s∗ ∶ Fun(Δ1+n,C) ⟶ Fun(TwAr(Δ1+n),C);

and forgets the initial vertex; here (s, t)∶ TwAr(Δ1+n) → Δ1+n × (Δ1+n)op takes source and target; s∗ is
fully faithful since s admits k↦ (k ≤ n) as a fully faithful left adjoint.

To prove this description observe that the map pn ∶ L−
n → Fun(Δn,C) inducing the equivalence in 2.4.9

is inverse to the restriction of s∗ to diagramsΔ1+n
→ C that vanish at 0, and that the LagrangianL+

n occuring
in the proof is precisely the image of the fully faithful functor t∗.

Unwinding further the statement means that F is taken to the functor informally described by

k⟼ f ib(F (0 ≤ k) → F (k ≤ k))

on objects and with the morphism induced by some k→ l obtained by inverting the left hand map in

f ib(F (0 ≤ k) → F (k ≤ k)) ⟵ f ib(F (0 ≤ l) → F (k ≤ l)) ⟶ f ib(F (0 ≤ l) → F (l ≤ l)),

which is an equivalence by the definition of the Q-construction.

Proof of 2.4.5. Since the inclusion of constant diagrams induces an equivalence

Pn(C, Ϙ) ⟶ �Fun(Δn, Pn(C,Q))

by the contractibility of Δn, Proposition 2.4.10 can be restated as an equivalence

dec(PnQ(C, Ϙ)) ≃ N(Surg(C, Ϙ)).

The claim thus follows from Lemma 2.4.7. �

2.4.12. Remark. Finally, let us explain the reason for sticking to the functor Pn∶ Catp∞ → S in this section:
For an arbitrary additive functor F∶ Catp∞ → S one can produce a functor cF∶ Catp∞ → Cat∞ by setting

cF(C, Ϙ) = asscat F(Null(C, Ϙ[1])).

For example, cPn = He by Proposition 2.4.9. One can then set

SurgF(C, Ϙ) = F(C,Q) ×cF(C,Ϙ) cF (Met(C, Ϙ))

and attempt to obtain generalisations of Proposition 2.4.3 and Theorem 2.4.5 for arbitrary additive F. The
crucial (and in fact necessary) ingredient for these statement is, however, that the tautological map

FMet(C, Ϙ) → �(cF(C, Ϙ[−1]))

is an equivalence, which unwinds exactly to the completeness of the Segal spaceF(Null(C, Ϙ[1])). As already
mentioned after Proposition 2.3.1, this generally fails unless F preserves arbitrary pullbacks.
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2.5. The additivity theorem. As we will see, the decisive step towards understanding the homotopy type
of the cobordism categories Cob(C, Ϙ) consists in analysing their behaviour under split Poincaré-Verdier
sequences. To this end we show:

2.5.1. Theorem (Additivity). Let F∶ Catp∞ → S be additive. Then the functor |CobF| is also additive. In

particular, a split Poincaré-Verdier sequence

(C, Ϙ) → (C′, Ϙ′) → (C′′, Ϙ′′)

induces a fibre sequence

|CobF(C, Ϙ)| → |CobF(C′, Ϙ′)| → |CobF(C′′, Ϙ′′)|
of E∞-groups.

We heavily exploit the result in §3 below. In particular, we use it to compute �1|CobF(C, Ϙ)|, produce
deloopings of |CobF(C, Ϙ)| via the iterated Q-construction and it also serves as the basis for Grothendieck-
Witt theory in §4. It contains Waldhausens’s additivity theorem for K-theory as a special case, as we will
detail in §2.7 below.

On the other hand, Theorem 2.5.1 yields an algebraic analogue of Genauer’s fibre sequence from geo-
metric topology. To explain this analogy recall that there exists a fibre sequence

|Cobd+1| → |Cob)
d+1

| → |Cobd|
relating cobordism categories of manifolds of different dimension (with the middle term allowing objects
to have boundary). As mentioned in the introduction this was originally proven by identifying the sequence
term by term with the infinite loop spaces of certain Thom spectra, together with a direct verification that
these Thom-spectra form a fibre sequence, see [Gen12, Proposition 6.2] and the main result of [GTMW09].

Applying Theorem 2.5.1 for F = Pn to the metabolic Poincaré-Verdier sequence

(C, Ϙ[−1]) → Met(C, Ϙ[−1]) → (C, Ϙ)

from Example 1.2.5, we obtain the following algebraic analogue of the Genauer fibre sequence:

2.5.2. Corollary. For every Poincaré ∞-category (C, Ϙ) there is a fibre sequence

|Cob(C, Ϙ[−1])| → |Cob)(C, Ϙ[−1])| → |Cob(C, Ϙ)|
of E∞-groups.

Even more, our proof of the Additivity theorem will follow the strategy developed in [Ste18] by the ninth
author in his approach to Genauer’s fibre sequence. It is based on a recognition criterion for realisation
fibrations, whose assumption we verify with the following result:

2.5.3. Theorem. Let F∶ Catp∞ → S be additive and (p, �)∶ (C, Ϙ) → (C′, Ϙ′) a split Poincaré-Verdier

projection. Then the induced map

(p, �)∗∶ FQ(C, Ϙ) ⟶ FQ(C, Ϙ)

is a bicartesian fibration of Segal spaces and in particular

(p, �)∗∶ CobF(C, Ϙ) ⟶ CobF(C′, Ϙ′)

a bicartesian fibration of ∞-categories.

We refer to [Ste18, section 2] for the definition of (co-)cartesian fibration between Segal spaces. The
proof of Theorem 2.5.3 will indeed show that an edge in FQ(C, Ϙ) is FQ(p)-cocartesian if and only if it lies
in the image of FQ(E, Ϙ1) where E ⊆ Q1(C) is the subcategory spanned by those diagrams x ← w → y
with left hand map p-cartesian and right hand map p-cocartesian; the roles are reversed for Q(p)-cartesian
edges.

2.5.4. Remark. i) A similar result in the context of ∞-categories of spans was given by Barwick as
part of his unfurling construction in [Bar17, Theorem 12.2], but see [HLN20, 3.13 Remark] for a
small correction. While the main motivation for that construction is also K-theoretic in nature, its use
does not seem at all related to additivity in Barwick’s work. Our proof, furthermore, proceeds rather
differently than Barwick’s combinatorial approach.
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ii) Neither Theorem 2.5.1 nor Theorem 2.5.3 remain true upon assuming F Verdier-localising and the
input Poincaré-Verdier, but not necessarily split. For example, with F = K ◦(−)♮, which is Karoubi-

localising and group-like, Corollary 2.3.10 and Theorem 3.3.4 below in combination show that |CobK ◦(−)♮−

| ≃ BK ◦(−)♮ is the connected delooping, which is famously not (Poincaré-)Verdier-localising, since
Verdier projections need not induce surjections on K0 ◦(−)

♮.

Proof of the Additivity theorem, assuming Theorem 2.5.3. Suppose given a Poincaré-Verdier square

(C, Ϙ) (D,Φ)

(C′, Ϙ′) (D′,Φ′).

Since FQ∶ Catp∞ → sCatp∞ is additive, we find an associated cartesian square of Segal spaces, and we
claim that also

CobF(C, Ϙ) CobF(D,Φ)

CobF(C′, Ϙ′) CobF(D′,Φ′)

is cartesian. Since completion of Segal spaces preserves mapping spaces, the functor from the top left
corner to the pullback is fully faithful on general grounds, but might a priori fail to be essentially surjective.
However, if one of the maps involved is an isofibration we claim this is true (and (co)cartesian fibrations
are easily check to be isofibrations); here we call a map A→ B of Segal spaces an isofibration if

A×
1
⟶ B×

1
×B0

A0

surjective on �0, where the target is formed using either d0 or d1. Employing the formula � asscat(−) ≃
|(−)×| for Segal spaces, we have to check that

�0|C× ×B× A×| ⟶ �0
(|C×| ×|B×| |A×|)

is surjective, but by the theorem of Seifert and van Kampen, any component in the target contains an element
formed by some c ∈ C0, a ∈ A0, a path w in B0 ending at the image of a and a zig-zag of edges in B×

starting at the image of c, and ending at w(0). Per assumption the zig-zag can be lifted to C×, and the
endpoint of such a lift, together with a and w defines a preimage.

With the square above established as cartesian, we next argue that it remains cartesian after realisation.
Writing Un(G) for Lurie’s cocartesian unstraightening of a functor G∶ E → Cat∞, it is generally true that
if

E
G
←←←←←←←←→ Cat∞

|−|
←←←←←←←←←←←←←→ S

factors over |E|, the diagram

|Un(GH)| |Un(G)|

|F| |E|
is cartesian for any H ∶ F → E: Simply observe, for example via [Lur09a, Corollary 3.3.4.3], that the
upper terms can also regarded as the unstraightenings of |G|∶ |E| → S and its precomposition with |H|.
The cocartesian straightening of a bicartesian fibration takes values in CatL∞, so satisfies these assumptions
since adjoint functors realise to equivalences.

Alternatively, one can consider the square

FQ(C, Ϙ) FQ(D,Φ)

FQ(C′, Ϙ′) FQ(D′,Φ′).
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and apply [Ste18, Theorem 2.11], which verifies directly that bicartesian fibrations are realisation fibrations
also among incomplete Segal spaces. Incidentally, that result also gives another proof that completion
commutes with pullbacks with one leg an isofibration. �

2.6. Fibrations between cobordism categories. The present section is devoted to the proof of Theo-
rem 2.5.3. We remind the reader of the notation (C, Ϙ)J = (Fun(J,C), ϘJ) for the cotensoring of an hermitian
∞-category (C, Ϙ) with an ∞-category J.

The strategy of proof is as follows: After recording that a split Verdier projection (of stable∞-categories)
is a bicartesian fibration, we improve on this by showing that the maps

p∗∶ (C, Ϙ)Δ
n
→ (C′, Ϙ′)Δ

n

behave like a bicartesian fibration between Segal objects in Cath
∞

; we will not give a formal definition of
this term, but instead formulate the relevant statements directly in Lemmas 2.6.3 and 2.6.4. We then use
this to show that the map

Q(p)∶ Q(C, Ϙ) → Q(C′, Ϙ′)

also behaves like such a bicartesian fibration; the cocartesian part is formulated in Lemmas 2.6.7 and 2.6.8
and the cartesian one follows by invariance of the Q-construction under taking opposites. From there we
will deduce the theorem by observing that any additive functor F can be used as a ‘cut-off’ to obtain a
bicartesian fibration FQ(C, Ϙ) → FQ(C′, Ϙ′) of Segal objects in S, which implies the result.

To get started we need:

2.6.1. Lemma. Let p∶ C → C′ be a functor with left adjoint g. Then:

i) A morphism � ∶ x → y in C is p-cocartesian if and only if the square

gp(x) gp(y)

x y,

gp(�)

cx cy

�

obtained by applying the counit transformation to �, is a pushout square.

ii) If C admits pushouts which p preserves and g is fully faithful, then p is a cocartesian fibration.

Proof. The first statement is immediate from the mapping space criterion for cocartesian morphisms [Lur09a,
Proposition 2.4.4.3]. For the second one readily checks that for c ∈ C and a map p(c) → d in C′ the edge
c → c ∪gp(c) g(d) is a p-cocartesian lift; here the pushout is formed using the counit gp(c) → c of the
adjunction. �

Applying the previous corollary also to the opposite category we find:

2.6.2. Corollary. Any split Verdier projection p∶ C → C′ of stable ∞-categories is a bicartesian fibration.

Now denote by
Cart(p),Cocart(p) ⊆ Ar(C)

the full subcategories on p-cartesian, resp. p-cocartesian morphisms. These are stable subcategories as
a consequence of Lemma 2.6.1, and the hermitian structure ϘΔ

1
endows Cart(C) and Cocart(C) with the

structure of hermitian ∞-categories (we warn the reader that ϘΔ
1
(x → y) ≃ Ϙ(y) is distinct from the

Poincaré structure Ϙar from §[I].2.4). Finally, we denote by s and t∶ Ar(C) → C source and target functor,
respectively.

2.6.3. Lemma. Let p∶ (C, Ϙ) → (C′, Ϙ′) be a split Poincaré-Verdier projection. Then the diagrams

(Cart(p), ϘΔ
1
) (C, Ϙ)

(C′, Ϙ′)Δ
1

(C′, Ϙ′)

t

p p

t

(Cocart(p), ϘΔ
1
) (C, Ϙ)

(C′, Ϙ′)Δ
1

(C′, Ϙ′)

s

p p

s

in Cath∞ are cartesian.
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2.6.4. Lemma. Let p∶ (C, Ϙ) → (C′, Ϙ′) be a split Poincaré-Verdier projection. Then the square

(Cart(C), ϘΔ
1
) ×

(C,Ϙ)Δ
1 (C, Ϙ)Δ

2
(Cart(C), ϘΔ

1
) ×(C,Ϙ) (C, Ϙ)

Δ1

(C′, Ϙ′)Δ
2

(C′, Ϙ′)Δ
1
×(C′,Ϙ′) (C

′, Ϙ′)Δ
1
,

(id,d1)

p p

(d0,d1)

where the pullback in the top left corner is formed using d0 ∶ Δ1
→ Δ2 and those on the right using the

target functor is cartesian in Cath∞. Similarly,

(Cocart(C), ϘΔ
1
) ×

(C,Ϙ)Δ
1 (C, Ϙ)Δ

2
(Cocart(C), ϘΔ

1
) ×(C,Ϙ) (C, Ϙ)

Δ1

(C′, Ϙ′)Δ
2

(C′, Ϙ′)Δ
1
×(C′ ,Ϙ′) (C

′, Ϙ′)Δ
1
.

(id,d1)

p p

(d2,d1)

with top left corner formed using d2 ∶ Δ1
→ Δ2 and right hand using the source functor, is cartesian in

Cath∞.

Proof of Lemma 2.6.3. One readily checks straight from the definitions and the mapping space criterion for
cartesian edges [Lur09a, Proposition 2.4.4.3] that the map Cart(p) → Ar(C′) ×C′ C is essentially surjective
and fully faithful for any cartesian fibration p. Now apply Lemma 2.6.2

To see that this map is an equivalence Cath
∞

, note first that by the discussion in §[I].6.1 it is enough to
show that for a cartesian morphism f ∶ Δ1

→ C the square

lim(Ϙ◦f op) Ϙ(f (1))

lim(Ϙ′◦(pf )op) Ϙ
′(pf (1))

is a pullback of spectra. But this is clear since the horizontal maps are equivalences, as 1 is initial in (Δ1)op.
Now we deal with the second square. That the underlying square of ∞-categories is cartesian is again

easy (or indeed follows from the cartesian case applied to pop). For the hermitian structure we need to show
that

(25)

Ϙ(f (1)) Ϙ(f (0))

Ϙ
′(pf (1)) Ϙ

′(pf (0)).

is a pullback for every p-cocartesian morphism f .
To see this, recall from Lemma 2.6.1 that f (1) ≃ f (0) ∪lpf (0) lpf (1), where l is the left adjoint to p.

Furthermore, the canonical map Ϙ◦l → Ϙ′ is an equivalence, since p is a split Poincaré-Verdier projection,
see Corollary 1.2.3. Thus, the square in question is equivalent to

Ϙ(f (0) ∪lpf (0) lpf (1)) Ϙ(f (0))

Ϙ(lpf (1)) Ϙ(lpf (0))

By Lemma [I].1.1.19 it is therefore enough to show that

BϘ(cof(lpf ), cof(c)) ≃ 0,



HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES II: COBORDISM CATEGORIES AND ADDITIVITY 65

where c∶ lpf (0) → f (0) is the counit of the adjunction We compute

BϘ(cof(lpf ), cof(c)) ≃ HomC(l cof(pf ),DϘ cof(c))

≃ HomC′ (cof(pf ), pDϘ cof(c))

≃ HomC′ (cof(pf ),DϘ′ cof(pc))

but pc is an equivalence so this term vanishes as desired. �

For the proof of Lemma 2.6.4 we will use the following observation, compare [Lur09a, Corollary 2.4.2.5]:

2.6.5. Observation. Let p∶ C → C′ be a cartesian fibration, and C0 ⊆ C be a full subcategory that contains

all p-cartesian morphisms whose target lies inC0. Then the restricted functor p∶ C0 → C′ is also a cartesian

fibration.

Proof of Lemma 2.6.4. We again start by showing that the upper square is a pullback of ∞-categories. We
first claim that both vertical maps are cartesian fibrations. By [Lur09a, 3.1.2.1] the functorsp∗ ∶ Fun(K,C) →
Fun(K,C′) are again cartesian fibrations, with cartesian edges detected pointwise. Applying this with
K = Δ2 and Λ2

2
, the claim easily follows from Observation 2.6.5 and the cancellability of cartesian edges

[Lur09a, Proposition 2.4.1.7]. The pointwise nature of cartesian edges also implies that the top horizontal
map perserves cartesian edges, so to check that the underlying diagram is cartesian in Cat∞ it suffices to
check that the induced map on vertical fibres are equivalences by [Lur09a, Corollary 2.4.4.4].

But here again, one readily checks that the induced functors are fully faithful and essentially surjective
straight from the mapping space criterion for cartesian edges [Lur09a, Proposition 2.4.4.3] together with
the description of spaces of natural transformation as iterated pullbacks arising from [GHN17, Proposition
5.1].

This concludes the proof that the underlying square on the left is a pullback in Cat∞, and the argument
for the right one is entirely analogous. To make the left square a pullback in Cath∞, we need to show that
for each f ∶ Δ2

→ C, the square of spectra

lim(Δ2)op Ϙ◦f
op lim(Λ2

2
)op Ϙ◦f

op

lim(Δ2)op Ϙ
′◦pf op lim(Λ2

2
)op Ϙ

′◦pf op

is a pullback. But this is clear since 2 is terminal in both Δ2 and Λ2
2

so the inclusion (Λ2
2
)op ⊂ (Δ2)op is final

and the horizontal maps are equivalences.
To see that the second square is a pullback in Cath∞, we have to show that the following square is a

pull-back:

lim(Δ2)op Ϙ◦f
op lim(Λ2

0
)op Ϙ◦f

op

lim(Δ2)op Ϙ
′◦pf op lim(Λ2

0
)op Ϙ

′◦pf op

Since 2 is terminal in Δ2 this reads

Ϙ(f (2)) Ϙ(f (1)) ×Ϙ(f (0)) Ϙ(f (2))

Ϙ
′(pf (2)) Ϙ

′(pf (1)) ×Ϙ′(pf (0)) Ϙ
′(pf (2)).

But either by decoding the statement of Lemma 2.6.3 or more directly from (25), we find

Ϙ(f (1)) ≃ Ϙ′(pf (1)) ×Ϙ′(pf (0)) Ϙ(f (0)),

since f (0) → f (1) is p-cocartesian by assumption. �
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Let E ⊂ Q1(C) denote the full subcategory on objects of the form c ← w → d where the left arrow is
p-cartesian, and the right arrow is p-cocartesian. This is a stable subcategory which inherits an hermitian
structure from Q1(C).

2.6.6. Lemma. E ⊂ Q1(C) is closed under the duality DϘ1 .

Therefore, (E, Ϙ1) is a Poincaré ∞-category and the inclusion functor E → Q1(C) tautologically refines
to a Poincaré functor.

Proof. Let c
f
←←←←←←←← w

g
←←←←←←→ d be an object of E, so that f is p-cartesian and g is p-cocartesian. The dual arrow

is obtained by first completing the diagram to a pushout square; then applying DϘ termwise, and deleting
the value at the terminal object of the square, see Proposition [I].6.3.2. The claim now follows from the
fact that p-(co-)cartesian morphisms are stable under (co-)base change, and that the dualities interchange
p-cartesian with p-cocartesian morphisms since the diagram

Cop C

C′op C′

DϘ

pop p

D
Ϙ′

commutes as p is Poincaré. �

We are now ready to state the main technical results of this section, namely that Q(p)∶ Q(C, Ϙ) →

Q(C′, Ϙ′) behaves like a cocartesian fibration of Segal objects in Cath∞, with cocartesian lifts given by
(E, Ϙ1) ⊂ Q1(C, Ϙ). Since the Q-construction is invariant under taking the opposite simplicial object, it
follows that it also behaves like a cartesian fibration, see Example 2.3.3.

2.6.7. Lemma. The diagram

(E, Ϙ1)
p (C, Ϙ)

Q1(C
′, Ϙ′) (C′, Ϙ′)

d1

p

d1

is a split Poincaré-Verdier square.

2.6.8. Lemma. The diagram

(E, Ϙ1) ×Q1(C,Ϙ)
Q2(C, Ϙ) (E, Ϙ1) ×(C,Ϙ) Q1(C, Ϙ)

Q2(C
′, Ϙ′) Q1(C

′, Ϙ′) ×(C′,Ϙ′) Q1(C
′, Ϙ′).

(id,d1)

p p

(d2,d1)

where the upper left pullback is formed using d2 ∶ Q2(C, Ϙ) → Q1(C, Ϙ) and the right hand ones using d1,

is a split Poincaré-Verdier square.

In particular, both diagrams are cartesian in Catp∞.

Proof of Lemma 2.6.7. We factor the square in question as

(E, Ϙ1) (Cart(C), ϘΔ
1
) (C, Ϙ)

Q1(C
′, Ϙ′) (C′, Ϙ′)Δ

1
(C′, Ϙ′).

p

t

p p

t

Here the left horizontal maps are given by including Δ1 into TwAr Δ1 as the morphism (0 ≤ 1) → (0 ≤ 0).
The right square is a pullback by Lemma 2.6.3. Now

Q1(C, Ϙ) ≃ (C, Ϙ)Λ
2
0 ≃ (C, Ϙ)Δ

1
×(C,Ϙ) (C, Ϙ)

Δ1

using the source and target arrows for the pullback, and this equivalence restricts to an equivalence

E ≃ Cart(C) ×C Cocart(C)
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by construction. So, the left square is obtained by pullback from the right hand square of Lemma 2.6.3 and
therefore cartesian as well (in Cath∞, and hence in Catp∞).

Since p is a split Poincaré-Verdier projection by assumption this implies the claim by Corollary 1.2.6. �

Proof of Lemma 2.6.8. The ∞-category in the upper left corner is equivalent (as an hermitian ∞-category)
to the full subcategory of Q2(C) on those diagrams F ∶ TwAr Δ2

→ C,

(26)

F (0 ≤ 2)

F (0 ≤ 1) F (1 ≤ 2)

F (0 ≤ 0) F (1 ≤ 1) F (2 ≤ 2)

(III)

(I) (II)

such that (i) the map labelled by (I) is p-cartesian, (ii) the map labelled by (II) is p-cocartesian, and (iii) the
middle square is exact. In view of Lemma 2.6.1, one easily checks by pasting exact squares that condition
(iii) is equivalent to the following two conditions: (iii’) the map labelled by (III) is p-cocartesian, and (iii”)

the image of the middle square in C′ is exact. In other words, if we denote by (C, Ϙ)
TwAr(Δ2)
p ⊂ (C, Ϙ)TwAr(Δ

2)

the full subcategory on diagrams satisfying (i), (ii), and (iii’), then the diagram

(27)

(E, Ϙ1) ×Q1(C,Ϙ)
Q2(C, Ϙ) (C, Ϙ)

TwAr(Δ2)
p

Q2(C
′, Ϙ′) (C′, Ϙ′)TwAr(Δ

2)

p p

is a pullback in Cath∞, since it is one in Cat∞ and the hermitian structures on the left are the restrictions of
those on the right.

Now consider the following filtration

I0 → I1 → … I4 = TwAr(Δ2)

through (non-full) subposets, starting with

I0 = d2(TwAr Δ
1) ∪ d1(TwAr Δ

1).

The remaining Ii are obtained by adding relations in the order indicated in the following picture:

(0 ≤ 2)

(0 ≤ 1) (1 ≤ 2)

(0 ≤ 0) (1 ≤ 1) (2 ≤ 2)

2○ 1 ○ 4

○ 1 ○ 3

Now one readily checks that each Ii → Ii+1 is obtained from an outer horn inclusion by cobase change
(namely using Λ2

2
,Λ1

0
and then Λ2

0
twice) in Cat∞: This either follows from a simple direct argument by

writing the posets involved as iterated pushouts of simplices, or from the corresponding statement at the
level of simplicial sets using that homotopy pushouts in the Joyal model structure model pushouts in Cat∞,
or

For i ∈ {0,… , 4}, let (C, Ϙ)Iip ⊂ (C, Ϙ)Ii denote the full subcategory on functors that satisfy whichever

of condition (i), (ii), and (iii’) apply. Then for i = 0 the map (C, Ϙ)
Ii
p → (C′, Ϙ′)Ii induced by p is equivalent

to that in the right hand column of the statement of the Lemma, and for i = 4 it is the right hand map in
(27).
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We then claim that the diagram

(28)

(C, Ϙ)
Ii
p (C, Ϙ)

Ii−1
p

(C′, Ϙ′)Ii (C′, Ϙ′)Ii−1 ,

p p

with horizontal maps given by restriction, is a pullback in Cath∞. This establishes the lemma by pasting
pullbacks.

Indeed, I2 is obtained fromI1 by filling the 1-hornΛ1
0
⊂ Δ1 with a cocartesian edge, so that the restriction

map (C, Ϙ)I2 → (C, Ϙ)I1 is pulled back from the restriction map s∶ (C, Ϙ)Δ
1
→ (C, Ϙ). It follows that the

diagram in question is obtained from the second diagram of Lemma 2.6.3 by base changes, and therefore is
a pullback.

Similarly, we see that the diagrams for i = 1, 3, 4 are obtained by base-changes from the diagrams of
Lemma 2.6.4 and therefore pullbacks.

We are left to show that the right vertical map in the statement of the lemma, namely

(E, Ϙ1) ×(C,Ϙ) Q1(C, Ϙ) ⟶ Q1(C
′, Ϙ′) ×(C′,Ϙ′) Q1(C

′, Ϙ′),

is a split Poincaré-Verdierprojection. But Lemma 2.6.7 identifies this map as a base change ofQ1(p)∶ Q1(C, Ϙ) →
Q1(C

′, Ϙ′), which is a Poincaré-Verdier projection by Proposition 1.4.15. The claim thus follows from Corol-
lary 1.2.6. �

Proof of Theorem 2.5.3. Applying F to the squares of Lemmas 2.6.7 and 2.6.8, and using additivity, we
deduce that the following squares are also pullbacks:

F(E, Ϙ1) F(C, Ϙ)

F(Q1(C
′, Ϙ′)) F(C′, Ϙ′)

d1

p p

d1

F(E, Ϙ1) ×F(Q1(C,Ϙ))
F(Q2(C, Ϙ)) F(E, Ϙ1) ×F(C,Ϙ) F(Q1(C, Ϙ))

F(Q2(C
′, Ϙ′)) F(Q1(C

′, Ϙ′)) ×F(C′ ,Ϙ′) F(Q1(C
′, Ϙ′));

(id,d1)

p p

(d2,d1)

here the pullback in the right hand square is formed using d2 on the left and d1 on the right. Now the right
hand square tells us that the image of �0F(E, Ϙ1) → �0F(Q1(C, Ϙ)) consists of FQ(p)-cocartesian arrows,
whence the left hand square provides sufficiently manyFQ(p)-cocartesian lifts to makeFQ(p)∶ FQ(C, Ϙ) →
FQ(C′, Ϙ′) into a cocartesian fibration of Segal spaces: To see the former claim map the right square to

F(E, Ϙ1) F(E, Ϙ1)

FQ1(C
′, Ϙ′) FQ1(C

′, Ϙ′)

in the evident fashion and take fibres of a given point f̂ ∈ F(E, Ϙ1) and its images. The resulting fibre
square is precisely the necessary square making its image f ∈ F(Q1(C, Ϙ)) a FQ(p)-cocartesian morphism,
see [Ste18, Definition 2.6]. Mapping instead to the square

F(E, Ϙ1) × F(C, Ϙ) F(E, Ϙ1) × F(C, Ϙ)

FQ1(C
′, Ϙ′) × F(C′, Ϙ′) FQ1(C

′, Ϙ′) × F(C′, Ϙ′)

by addtionally extracting the last vertex and passing to fibres over (f, t) ∈ F(E, Ϙ1) ×F(C, Ϙ), we obtain the
cartesian square

Hom
CobF(C,Ϙ)(t(f ), x) Hom

CobF (C,Ϙ)(s(f ), t)

HomCobF(C′,Ϙ′)(t(pf ), px) HomCobF (C′,Ϙ′)(s(pf ), px)

−◦f

−◦pf
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via the equivalence

HomCobF(C,Ϙ)(c, d) ≃ f ib(c,d)
(
F(Q1(C, Ϙ))

(d1,d0)
←←←←←←←←←←←←←←←←←←←←←←←←←→ F(C, Ϙ)

)
.

Thus, any f ∈ F(E, Ϙ1) also defines a CobF(p)-cocartesian morphism making CobF(p) a cocartesian fibra-
tion as well.

SinceQ(C) is naturally identfied withQ(C)op through the canonical identificationTwAr(Δn) ≅ TwAr((Δn)op),
see Example 2.3.3, we conclude that both FQ(p) and CobF(p) are also cartesian fibrations. �

2.7. Additivity in K-Theory. The arguments presented in the previous section work verbatim upon drop-
ping hermitian structures and working with additive functors Catex∞ → S. In the present section we briefly
record the statements that are obtained this way.

Let us first formally set terminology obviously analogous to that of Definition 1.5.4.

2.7.1. Definition. Let E be an ∞-category with finite limits and F ∶ Catex∞ → E a reduced functor. We
say that F is additive, Verdier-localising or Karoubi-localising if it sends split Verdier squares, arbitrary
Verdier squares or Karoubi squares to cartesian squares, respectively.

Part of the following result also appears in [BR13], though in incommensurable generality.

2.7.2. Proposition. For a stable ∞-category C the simplicial category Q(C) is a complete Segal object in

Cat∞, whose boundary maps are split Verdier projections. For an additive functor F∶ Catex∞ → S, and

FQ(C) is a Segal space, which is complete if F preserves pullbacks.

Proof. This first two statements are obtained during the proofs of Lemmas 2.2.5 (see also [HLN20, 3.7
Lemma]) and 2.2.8. The latter two statements are proven just as Proposition 2.3.1. �

In particular, we can extract a category SpanF(C) from FQ(C), and it inherits a symmetric monoidal
structure since C ↦ SpanF(C) preserves products. The proof of Corollary 2.3.10 gives the statement that

�0F(Ar(C)) �0F(C)

0 �0| SpanF(C)|

t

is a pushout. In the non-hermitian situation, the top horizontal map is, however, surjective: It is split for
example by the exact functor x↦ (0 → x). We obtain:

2.7.3. Proposition. The category SpanF(C) is connected for any stable C and additive F∶ Catex∞ → S.

In particular, | SpanF(C)| is always an E∞-group. Our notion of additive functor is geared to permit the
following strong version of Waldhausen’s additivity theorem:

2.7.4. Theorem (Additivity). If F∶ Catex∞ → S is additive, then so is | SpanF −| ≃ |FQ−|.
Just as the hermitian version 2.5.1, this theorem is deduced from the following statement and the fact

that bicartesian fibrations are realisation fibrations.

2.7.5. Theorem. Let F∶ Catex∞ → S be additive and p∶ C → C′ a split Verdier projection, then

FQ(p)∶ FQ(C) → FQ(C′)

is a bicartesian fibration of Segal spaces and thus a realisation fibration.

The proof of Theorem 2.5.3 in §2.6, in particular, verifies Theorem 2.7.5 upon dropping all mention of
Poincaré structures (which in fact made up the bulk of the work). For the reader averse to stripping away
the hermitian structure themselves here is a digest.

Proof sketch. The starting point is the observation that a split Verdier projection is itself a bicartesian fi-
bration together with a result of Barwick’s which implies that an exact bicartesian fibration p∶ C → C′

among stable ∞-categories induces another bicartesian fibration Span(p)∶ Span(C) → Span(C′), with a
morphism X ← Y → Z being Span(p)-cocartesian iff Y → X is p-cartesian and Y → Z is p-cocartesian
(and reversed roles for Span(p)-cartesian edges), see [Bar17, Theorem 12.2] or [HLN20, 3.12 Theorem].
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This already implies the result for F = Cr. To obtain it for general additive F∶ Catex∞ → S, we categorify:
Let E ⊆ Q1(C) denote the full subcategory spanned by the Span(p)-cocartesian edges of Span(C). Then one
checks that for a split Verdier projection p the squares

E C E ×Q1(C)
Q2(C) E ×(C,Ϙ) Q1(C)

Q1(C
′) C′ Q2(C

′) Q1(C
′) ×C′ Q1(C

′)

d1

p

(id,d1)

p p

d1 (d2,d1)

are split Poincaré-Verdier square, where the upper left pullback on the right is formed using d2 ∶ Q2(C) →

Q1(C). Applying F these become pullbacks by assumption on F, and after unwinding definitions the right
square says that all edges of FQ(C) that lie in the image of F(E) → F(Q1(C)) are FQ(p)-cocartesian, and
the left square says that there is a sufficient supply of these, so FQ(p) is a cocartesian fibration. Exchanging
the legs of E shows that SpanF(p) is also cartesian. �

Waldhausen’s additivity theorem now follows, by inserting the analogue of the metabolic sequence, i.e.
the split Verdier sequence

C → Ar(C)
t
←←←←→ C

into the corollary (whence our terminology), and noting that either adjoint of t give rise to splittings of the
sequence

|F(C)| → |F(Ar(C))| t
←←←←→ |F(C)|.

This runs contrary to the situation of the metabolic sequence, where the adjoints ofmet ∶ Met(C, Ϙ) → (C, Ϙ)
are not compatible with the Poincaré structures. The splitting lemma then gives the equivalence

|F(C)|2 ≃ |F(C2)| ≃ |F(Ar(C))|.
Applying this to K = Ω| Span−|, which is additive by 2.7.4 above, we find K(C)2 ≃ K(C2) ≃ K(Ar(C))

as desired.
In summary, the metabolic fibre sequence is not just an algebraic analogue of Genauer’s fibre sequence

regarding geometric cobordism categories, but also of Waldhausen’s additivity, the connection between
which was first realised by the ninth author in [Ste18].

2.7.6. Remark. i) We repeat the caveat that it is not generally true, that |FQ−| is Verdier-localising
whenever F∶ Catex∞ → S is, a counterexample being K ◦(−)idem.

ii) In the set-up of stable ∞-categories any group-like additive functorF in fact takes all right split and all
left split Verdier-sequences to fibre sequences (i.e. those where the projection admits only one adjoint)
by unpacking an old argument of Waldhausen’s: Observe that as a consequence of additivity there is
an equivalence F(G2) ≃ F(G1) +F(G3)∶ F(C) → F(C′) for any cofibre sequenceG1 ⇒ G2 ⇒ G3 of
exact functors C → C′ (since both source and cofibre of G1 ⇒ G2 and G1 ⇒ G1 ⊕G3 ∶ C → Ar(C′)

agree). But for a, say, left split Verdier sequence

C D E,
f p

g

⟂

q

⟂

we find a fibre sequence fg ⇒ idD ⇒ qp from A.2.5, which gives idF(D) ≃ F(f )F(g) + F(q)F(p),
and thus that the two maps

(F(g),F(p))∶ F(D) ⟷ F(C) × F(E) ∶F(f ) + F(q)

are inverse equivalences, which in particular means that F(C) → F(D) → F(E) is a fibre sequence.
In the hermitian case, we will replace this simple argument with the more elaborate isotropic de-

composition principle, see Proposition 3.1.7 and Theorem 3.2.10.
iii) Let us also mention that the proof of Theorem 3.3.4 below also carries over without change to the

setting of stable ∞-categories. As a consequence one obtains:
a) K ≃ Ω| Span(−)|∶ Catex∞ → S is the initial group-like additive functor under Cr, compare 3.3.6,
b) the iterated Q-construction defines a positive Ω-spectrum Span(C), with Ω∞Span(C) ≃ K(C),

compare 3.4.5,
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c) whose spectrification K(C) gives the initial additive functor Catex∞ → Sp under S[Cr], and in fact
that K is the suspension spectrum of Cr in the stabilisation of ∞-category of additive functors
Catex∞ → S, compare 3.4.6 and 3.4.9.

This gives a simple and uniform approach to these fundamental results, which to the best of our knowl-
edge have not been treated together in the literature.

Finally, as we will have to make use of this result in the next section, let us also record the computation
of �0K(C) = �1| Span(C)| in the generality of an arbitrary additiveF∶ Catex∞ → S: The natural equivalence
HomSpanF(C)(0, 0) ≃ F(C) provides maps

�0F(C
2) �0F(Ar C) �0F(C)

�1| SpanF(C2)| �1| SpanF(Ar C)| �1| SpanF(C)|,

(s,cof) t

where s, t and cof take the source, target, and cofibre of a morphism. The additivity theorem implies that
the lower left horizontal map is an isomorphism. Inverting it produces a commutative diagram

�0F(Ar C) �0F(C)

�0F(C)
2 �1| SpanF(C)|

t

(s,cof)

of abelian monoids natural in both C and F.

2.7.7. Proposition. This square is cocartesian for every stable C and every additive F∶ Catex∞ → S.

In particular, for F = Cr we recover the standard fact that K0(C) is given by �0Cr(C) modulo extensions.

Proof. While a proof internal to the Q-construction is certainly possible, the quickest route is through
the well-known subdivision equivalence |FQ(C)| ≃ |FS(C)| with the Segal construction, as employed by
Waldhausen. In S(C) the 0-,1- and 2-simplices are given by ∗, C and Cof(C), respectively, where Cof(C)

denotes the category of cofibre sequences in C. This is equivalent to Ar(C) and under this identification the
boundary maps of S(C) are given by source, target and cofibre. Thus we find �0|FS(C)| given by �0F(C)
modulo the relation s(f )+cof(f ) = t(f ) for everyf ∈ �0F(Ar(C)), which is exactly the pushout above. �

3. STRUCTURE THEORY FOR ADDITIVE FUNCTORS

The objective of this section is to derive the fundamental theorems of Grothendieck-Witt theory from the
additivity theorem. We will, however, do so in the generality of arbitrary additive functorsCatp∞ → S. Even
when only interested in Grothendieck-Witt spectra this additional layer of generality is useful, for example
it enters our proof of the universal property of GW∶ Catp∞ → Sp. The reader is encouraged to keep the two
fundamental examples

Pn and |Cob(−)|∶ Catp∞ → S

in mind throughout. In §4 below, we will specialise the results of this section to define Grothendieck-Witt
theory and conclude the main theorems of this paper.

We begin by introducing the notion of a cobordism between Poincaré functors, and use this to establish
some fundamental results for group-like additive functors. Chief among these is the agreeance of their
values on hyperbolic and metabolic categories. In the case of |Cob(−)| we already proved this claim in
Proposition 2.3.13 by explicit identification of both sides. Using the general statement as a base case,
we develop a general theory of isotropic decompositions of Poincaré ∞-categories, which allows for the
computations of the values of a group-like additive functor F applied to many Poincaré ∞-categories (C, Ϙ)
of interest, e.g. Qn(C, Ϙ) for all n, in terms of hyperbolic pieces and parts that are often simpler then the
original (C, Ϙ).

We then use this machinery to establish precise relationships between additive functors taking values
in the categories of E∞-monoids, E∞-groups and spectra, in particular constructing left adjoints to the
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evident forgetful functors. The adjoint passing from E∞-monoid- to E∞-group-valued functors, the group-

completion, is given by F ⟶ Ω|CobF(−)| ∶= Ω|FQ(−[1])|, using the F-based cobordism category
from section §2, and the adjoint from E∞-group-valued to spectrum-valued functors, the spectrification,
is given by iterating the Q-construction on F. This generalises the work of Blumberg-Gepner-Tabuada on
the universality of algebraic K-theory [BGT13]. Many of our constructions also have geometric precursors
in the work of Bökstedt-Madsen on the connection between iterated cobordism categories and algebraic
K-theory [BM14]. We will expand on these analogies in §4.

We then turn to a more detailed analysis of spectrum-valued additive functors. To this end we introduce
the notion of a bordism-invariant functor (i.e. one that vanishes on metabolic categories), the principal
example being L∶ Catp∞ → Sp, the L-theory functor of Ranicki and Lurie. We show that the inclusion of
bordism invariant functors into all additive functors also admits a left adjoint bord. It will then follow for
rather formal reasons that there always is a natural bicartesian square

F(C, Ϙ) Fbord(C, Ϙ)

F(Hyp(C))hC2 F(Hyp(C))tC2

of spectra, which can in principle be used to compute F from its hyperbolisation Fhyp = F◦Hyp and
its bordification Fbord, each of which may be easier to understand than F. We also provide two direct
formulas for Fbord, which again have precursors in manifold theory. We will use these in §4 to identify the
bordification of Grothendieck-Witt theory with L-theory, completing the proof of the main theorem.

3.1. Cobordisms of Poincaré functors. In the previous section we introduced the concept of cobordism in
a Poincaré ∞-category. When applied to the Poincaré ∞-category of exact functors between two Poincaré
∞-categories this yields a natural notion of a cobordism between functors:

3.1.1. Definition. Let (C, Ϙ) and (D,Φ) be two Poincaré ∞-categories and let f, g ∶ (C, Ϙ) → (D,Φ) be two
Poincaré functors. By a cobordism from f to g we shall mean a cobordism in the Poincaré ∞-category
Funex((C, Ϙ), (D,Φ)) between the Poincaré objects corresponding to f and g.

We note that the data of such a cobordism can equivalently be encoded by a Poincaré functor�∶ (C, Ϙ) →
Q1(D,Φ) such that d0� = f and d1� = g.

Our first goal is to describe the behaviour of group-like additive functors under such cobordisms. Recall
from Definition 1.5.8 that an additive functor F∶ Catp∞ → E into a category admitting finite products is
called group-like if its canonical lift Catp∞ → MonE∞(E) arising from the semi-addivity of Catp∞ actually
takes values in the full subcategory GrpE∞(E) ⊆ MonE∞ (E). Regarded as functor Catp∞ → GrpE∞(E), F is
then again additive, since limits in GrpE∞(E) are computed in E, and group-like, since GrpE∞(E) is additive.

We start by analysing the universal case of a Poincaré cobordism between functors with target (C, Ϙ). It
is given by the two Poincaré functors d0, d1 ∶ Q1(C, Ϙ) → Q0(C, Ϙ) = (C, Ϙ), which are equipped with a
tautological cobordism between them.

To this end, consider the functor

(29) i∶ C ⟶ Q1(C), x⟼
[
0 ← x → x

]

and its right adjoint

p∶ Q1(C) ⟶ C,
[
x← w → y

]
⟼ f ib(w→ x).

Note that the unit transformation id ⇒ pi is an equivalence, so i is fully-faithful. By the universal property
of the hyperbolic construction, Corollary [I].7.2.20, we obtain a pair of Poincaré functors

(30) Hyp(C) Q1(C, Ϙ) Hyp(C)
ihyp phyp

which is a retract diagram inCatp∞. We also note that ihyp ∶ Hyp(C) → Q1(C, Ϙ) factors throughMet(C, Ϙ) ⊆
Q1(C, Ϙ); the corresponding restriction of ihyp agrees with can∶ Hyp(C) → Met(C, Ϙ) (compare the recol-
lection section for a review of notation). Similary, the restriction of phyp to Met(C, Ϙ) ⊆ Q1(C, Ϙ) is exactly
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lag∶ Met(C, Ϙ) → Hyp(C). In particular, we obtain the commutative diagram

(31)

(C, Ϙ)

Met(C, Ϙ) Q1(C, Ϙ) (C, Ϙ)

Hyp(C)

cyl
id

lag
phyp

d1

with cyl the inclusion of constant functors and phyp split (as a Poincaré functor) by ihyp.

3.1.2. Lemma. For (C, Ϙ) a Poincaré∞-category both the horizontal and vertical sequence of (31) are split

Poincaré-Verdier sequences.

Proof. For the horizontal sequence this is immediate from Lemma 2.2.8. For the vertical sequence we
shall check that p satisfies the assumptions of Lemma 1.4.1 to conclude that phyp is a split Poincaré-Verdier
projection; the kernel of phyp is evidently given by the diagramsTwAr(Δ1) → CrC, and since |TwAr(Δ1)| is
contractible these are exactly the constant diagrams, which embedC fully faithfully intoQ1(C) and evidently
cyl∗Ϙ1 ≃ Ϙ.

We already recorded above that p admits a fully faithful left adjoint i taking x to 0 ← x→ x, and

Ϙ1(0 ← x→ x) ≃ Ϙ(0) ≃ 0.

A right adjoint r to p is readily checked to be given by the formula

x⟼ [Σx← 0 → 0]

and since
DϘ

(
[Σx ← 0 → 0]

)
≃ [ΩDϘx ← ΩDϘx → 0]

we also find Ϙ(DϘ(rx)) ≃ 0 for all x ∈ C as desired. �

Applying Proposition 1.5.11 to (31) we thus obtain:

3.1.3. Corollary. Let F∶ Catp∞ → E be a group-like additive functor. Then the following holds:

i) The Poincaré functor cyl∶ (C, Ϙ) → Q1(C, Ϙ) and the inclusion Met(C, Ϙ) → Q1(C, Ϙ) induce an

equivalence

F(C, Ϙ) × F(Met(C, Ϙ))⟶F(Q1(C, Ϙ)),

and F sends the horizontal sequence of (31) to a bifibre sequence in GrpE∞ (E).

ii) The functors cyl∶ (C, Ϙ) → Q1(C, Ϙ) and ihyp ∶ Hyp(C) → Q1(C, Ϙ) induce an equivalence

F(C, Ϙ) × F(Hyp(C))⟶F(Q1(C, Ϙ)),

and F sends the vertical sequence of (31) to a bifibre sequence in GrpE∞ (E).

iii) The functors d1 ∶ Q1(C, Ϙ) → (C, Ϙ) and phyp ∶ Q1(C, Ϙ) → Hyp(C) induce an equivalence

F(Q1(C, Ϙ))⟶F(C, Ϙ) × F(Hyp(C)).

As a consequence of the above we obtain the following corollary, which will play a fundamental role
throughout this paper.

3.1.4. Corollary. Let F∶ Catp∞ → E be a group-like additive functor. Then the functors lag∶ Met(C, Ϙ) →
Hyp(C) and can∶ Hyp(C) → Met(C, Ϙ) induce inverse equivalences

F(Met(C, Ϙ)) ≃ F(Hyp(C)).

Proof. The composite

(C, Ϙ) × Met(C, Ϙ)
(cyl,inc)
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→Q1(C, Ϙ)

(d1,phyp)

←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ (C, Ϙ) × Hyp(C)

is equivalent to the map id(C,Ϙ) × lag. Since both constituents of this composite become equivalences after
applyingF by the previous corollary,F(lag) is a retract of an equivalence and therefore an equivalence itself.
Since the functor can is a one-sided inverse to lag at the level of Poincaré ∞-categories it must induce the
inverse equivalence after applying F. �
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Applying Corollary 3.1.4 to the group-like additive functor (C, Ϙ) ↦ |CobF(C, Ϙ)| for F a not necessarily
group-like additive functor, we deduce immediately:

3.1.5. Corollary. The functors lag and can induce inverse equivalences

|CobF(Met(C, Ϙ))| ≃ |CobF(Hyp(C))|,
for every additive functor F∶ Catp∞ → S.

This in particular gives an alternative proof of the second half of Proposition 2.3.13 that does not use
the algebraic Thom construction. As explained in §2.7, it is furthermore a direct analogue to Waldhausen’s
additivity theorem in the non-hermitian setting.

To exploit Corollary 3.1.3 further we need:

3.1.6. Construction. Given two Poincaré ∞-categories (C, Ϙ), (D,Φ) and an exact functor f ∶ C → D

between the underlying categories, we obtain a Poincaré functor Nf ∶ (C, Ϙ) → (D,Φ) by forming the
composition

(C, Ϙ) Hyp(D) (D,Φ)
fhyp idhyp

using that the hyperbolic construction is both a left and a right adjoint to the forgetful functorCatp∞ → Catex∞.
We will refer to Nf as the norm of f .

Unwinding this construction, we find (Nf )(x) ≃ f (x) ⊕ DΦf
op(DϘx). Applying Corollary 3.1.3 to a

general bordism between Poincaré functors we then obtain:

3.1.7. Proposition. Let F∶ Catp∞ → E be a group-like additive functor. Let (C, Ϙ) and (D,Φ) be Poincaré

∞-categories and let

(32) f ℎ g

be a cobordism between two Poincaré functors f, g ∶ (C, Ϙ) → (D,Φ). Let k∶ C → D be the exact functor

given by the formula k(x) = f ib(ℎ(x) → f (x)) and let Nk∶ (C, Ϙ) → (D,Φ) be its norm. Then there is a

canonical homotopy

F(g) − F(f ) ∼ F(Nk)∶ F(C, Ϙ) ⟶ F(D,Φ)

of maps F(C, Ϙ) → F(D,Φ).

Proof. By corollary 3.1.3 we have a pair of equivalences

(33) F(D,Φ)⊕ F(Hyp(D)) F(Q1(D,Φ)) F(D,Φ)⊕ F(Hyp(D)).
F(s)⊕F(ihyp) (F(d0),F(phyp))

These equivalences are inverse to each other: indeed, the composite equivalence

F(D,Φ)⊕ F(Hyp(D))
≃

⟶ F(D,Φ)⊕ F(Hyp(D))

is equivalent to the identity since phypihyp and d0s are equivalent to the respective identity functors while
d0ihyp and phyps are equivalent to the respective zero functors. The equivalences (33) then determine a
homotopy between the identity map id∶ F(Q1(D,Φ)) → F(Q1(D,Φ)) and the sum F(sd0) + F(ihypp

hyp),
and hence a homotopy

F(�) ∼ F(sd0�) + F(ihypp
hyp�) = F(sf ) + F(ihypk

hyp)

of mapsF(C, Ϙ) → F(Q1(D,Φ)). Post composing with the mapF(d1)∶ F(Q1(D,Φ)) → F(D,Φ) we obtain
a homotopy

F(g) = F(d1�) ∼ F(d1sf ) + F(d1ihypk
hyp) = F(f ) + F(Nk)

of maps F(C, Ϙ) → F(D,Φ), as desired. �

3.1.8. Corollary. For a group-like additive functor F∶ Catp∞ → E, the inversion map on F(C, Ϙ) is induced

by the sum of the endofunctors (idC,−idϘ) and NΩ of (C, Ϙ).
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Proof. We resurrect the bent cylinder bcyl∶ (C, Ϙ) ⟶ Q1(C, Ϙ) with underlying functor

X ⟼ [X ⊕X
Δ
←←←←←←←←← X → 0]

from Construction 2.3.9. By construction it is a nullcobordism of id(C,Ϙ) + (idC,−idϘ). We obtain the
conclusion from Proposition 3.1.7 by observing that the fibre of the diagonal X → X ⊕ X is naturally
equivalent to ΩX. �

Next, we use Corollary 3.1.4 to determine the fundamental group of |CobF(C, Ϙ)|. We base the calcula-
tion on the well-known analogue for the categoriesSpanG(C) for a small stable∞-categoryC and an additive
functor G∶ Catex∞ → S (i.e. one that sends split Verdier squares to cartesian squares), that we recalled in
Proposition 2.7.7.

Analogous to the construction in the non-hermitian case we consider the diagram

�0F(Hyp(C)) �0F(Met(C, Ϙ)) �0F(C, Ϙ)

�1|CobF(Hyp(C))| �1|CobF(Met(C, Ϙ))| �1|CobF(C, Ϙ)|,

lag met

with the vertical maps induced by various instances of

Hom
CobF (C,Ϙ)(0, 0) ≃ F(C, Ϙ).

The lower left horizontal map is an isomorphism by Corollary 3.1.4. Inverting it gives the commutative
square in the following:

3.1.9. Theorem. For a Poincaré ∞-category (C, Ϙ) and an additive functor F∶ Catp∞ → S the natural

square

�0FMet(C, Ϙ) �0F(C, Ϙ)

�0FHyp(C) �1|CobF(C, Ϙ)|

met

lag

of commutative monoids is cocartesian.

Since the map lag is (split) surjective, this in particular describes �1|CobF(C, Ϙ)| as the quotient monoid
of �0F(C, Ϙ) identifying all metabolic objects with the hyperbolic objects on their lagrangians. We thus, in
particular, obtain an isomorphism

�1|Cob(C, Ϙ)| ≅ GW0(C, Ϙ)

with the Grothendieck-Witt group constructed in §[I].2.5. We will discuss this further in §4 below.
For the proof we will need:

3.1.10. Proposition. The boundary map of the algebraic Genauer sequence

|CobF(C, Ϙ[−1])| ⟶ |CobF(Met(C, Ϙ))| ⟶ |CobF(C, Ϙ)|
participates in a commutative diagram

F(C, Ϙ)

Ω|CobF(C, Ϙ)| |CobF(C, Ϙ[−1])|)

with the right hand map arising from the inclusion into the core, and the left hand map from the inclusion

as the endomorphism of 0 ∈ F(C, Ϙ[1]).

Since the map �0F(C, Ϙ) → �1|CobF(C, Ϙ)| is surjective by Theorem 3.1.9, this in particular determines
the effect of the boundary map �1|CobF(C, Ϙ)| → �0|CobF(C, Ϙ[−1])|. Before giving the proof, we record,
that from Lemma 2.4.7 and the discussion thereafter we have:



76 CALMÈS, DOTTO, HARPAZ, HEBESTREIT, LAND, MOI, NARDIN, NIKOLAUS, AND STEIMLE

3.1.11. Lemma. For a Poincaré ∞-category (C, Ϙ), an additive F∶ Catp∞ → S andX ∈ F(C, Ϙ[1]) we have

CobF(C, Ϙ)X∕ ≃ fib
(
dec(FQ(C, Ϙ[1])) ⟶ F(C, Ϙ[1])

)

where the arrow extracts the object positioned at (0 ≤ 0) and thus in particular

CobF(C, Ϙ)0∕ ≃ F(Null(C, Ϙ[1])).

Here

Null(C, Ϙ[1]) = f ib
(
decQ(C, Ϙ[1]) ⟶ (C, Ϙ[1])

)

denotes the higher metabolic categories from Definition 2.4.8.

Proof of Proposition 3.1.10. Recall that one way to describe the boundary map in a fibre sequence A →

B → C is as the induced map on pullbacks of
[
ΩC → PC ← PB

]
⟹

[
∗→ C ← B

]
,

where P denotes the spaces of paths starting at the basepoints, and the transformation from left to right is
given by evaluation at the endpoint. For the Bott-Genauer sequence the the left side is given by

Hom|CobF(C,Ϙ)|(0, 0) ⟶ |CobF(C, Ϙ)|0∕
)

⟵ |CobF(Met(C, Ϙ)|0∕
and the right is

0 ⟶ |CobF(C, Ϙ)| )
⟵ |CobF(Met(C, Ϙ)|

with the induced maps the canonical projections. The composition from the statement is then given by
mapping

F(C, Ϙ) ⟶ |CobF(C, Ϙ)|0∕
)

⟵ |CobF(Met(C, Ϙ)|0∕
to the former of these diagrams via

F(C, Ϙ) ⟶ Hom
CobF(C,Ϙ)(0, 0) ⟶ Hom|CobF(C,Ϙ)|(0, 0).

But this composite transformation completes to a transformation of cartesian squares

F(C, Ϙ) |CobF(Met(C, Ϙ))|0∕ |CobF(C, Ϙ[−1])| |CobF(Met(C, Ϙ))|

F(C, Ϙ) |CobF(C, Ϙ)|0∕ 0 |CobF(C, Ϙ)|
id met met

as follows: Using Lemma 3.1.11 the dashed map is given by the Poincaré functor

(C, Ϙ) ⟶ Q1(Met(C, Ϙ[1]))

which sends x to the diagram
0 x x

0 x 0,

representing another bent cylinder, whose forms by definition are given by the limit of

0 0 0

0 Ϙ
[1]x Ϙ

[1]x

0 Ϙ
[1]x 0

which is Ϙx, giving the hermitian structure. It is readily checked that this functor is Poincaré.
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Finally, rewriting the squares above as the realisations of

constF(C, Ϙ) FNull(Met(C, Ϙ)) FQ(C, Ϙ) FQ(Met(C, Ϙ))

constF(C, Ϙ) FNull(C, Ϙ) 0 FQ(C, Ϙ)

id met met

using Lemma 3.1.11 one finds a transformation from the left to the right via inclusion as the 0-simplices in
the top left corner and

Null ⟹ dec(Q)
d0
⟹ Q

on the right hand side. �

Proof of Theorem 3.1.9. Denote by G(C, Ϙ) the pushout of the diagram

�0FHyp(C) ⟵ �0FMet(C, Ϙ) ⟶ �0F(C, Ϙ),

and similarly W (C, Ϙ) the pushout of

0 ⟵ �0FMet(C, Ϙ) ⟶ �0F(C, Ϙ),

giving a canonical mapG(C, Ϙ) → W (C, Ϙ). By construction there is a natural mapG(C, Ϙ) → �1|Cob(C, Ϙ)|.
Now the discussion of the non-Poincaré case in Proposition 2.7.7 implies that this map is an equivalence
for hyperbolic categories: The square in Theorem 3.1.9 for F∶ Catp∞ → S and input Hyp(C) becomes that
for F◦Hyp∶ Catex∞ → S and input category C, under the equivalences Met(Hyp(C)) ≃ Hyp(Ar(C)) and
Hyp(C)2 ≃ Hyp(Hyp(C)) from Corollary [I].2.4.9 and Remark [I].7.4.15.

Let us now construct a diagram

�1|CobF(C, Ϙ[−1])| �1|CobF(Met(C, Ϙ))| �1|CobF(C, Ϙ)| �0|CobF(C, Ϙ[−1])|

G(C, Ϙ[−1]) G(Hyp(C)) G(C, Ϙ) W (C, Ϙ)

≅ ≅ ,

whose upper sequence is induced by the metabolic fibre sequence via additivity and thus exact. Furthermore,
the rightmost map of the top sequence is surjective as indicated, since the next term in the sequence is
�0|CobF(Met(C, Ϙ))|, which vanishes by Corollary 2.3.11. The vertical maps are the evident ones (see
Corollary 2.3.10 for the right most one), except the second one, which is the composition

G(Hyp(C))
can
←←←←←←←←←←←←←→ G(Met(C, Ϙ)) ⟶ �1|CobF(Met(C, Ϙ))|.

The left two horizontal maps in the lower sequence are

G(C, Ϙ[−1]) ⟶ G(Met(C, Ϙ))
lag
←←←←←←←←←←←←→ G(Hyp(C))

and

hyp∶ G(Hyp(C))
can
←←←←←←←←←←←←←→ G(Met(C, Ϙ))

met
←←←←←←←←←←←←←←→ G(C, Ϙ),

respectively. The right one is that constructed above. The right vertical map is an isomorphism by Corol-
lary 2.3.10 and the second one by Corollary 3.1.4 and the claim for hyperbolic categories established above.

Now the middle square commutes by construction, the left one by Corollary 3.1.4 and the right by
Proposition 3.1.10. Furthermore, the lower sequence is exact at G(C, Ϙ) in the sense that two elements
x, y ∈ G(C, Ϙ) have the same image in W (C, Ϙ) if and only if there are elements w, z in the image of
G(Hyp(C)) such that x +w = z + y: By the surjectivity of �0F(HypC) → G(HypC) this follows straight
from the cocartesian diagram

�0FMet(C, Ϙ) �0F(C, Ϙ)

�0FHyp(C) G(C, Ϙ)

by taking horizontal cokernels. It then follows formally that G(C, Ϙ) is in fact a group: Since W (C, Ϙ) is
one, there is for every a ∈ G(C, Ϙ) an element a′ ∈ G(C, Ϙ) such that a + a′ maps to 0 in W (C, Ϙ). But
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then by exactness there are b, b′ ∈ G(Hyp(C)) with a + a′ + b′ = b, from which we can subtract b to get an
inverse to a, since G(Hyp(C)) is group.

Furthermore, the composition

G(C, Ϙ[−1]) ⟶ G(Hyp(C)) ⟶ G(C, Ϙ)

vanishes: By construction the map met ∶ G(Met(C, Ϙ)) → G(C, Ϙ) factors as

G(Met(C, Ϙ))
lag
←←←←←←←←←←←←→ G(Hyp(C))

hyp
←←←←←←←←←←←←←←→ G(C, Ϙ)

which identifies the composition above with

G(C, Ϙ[−1]) ⟶ G(Met(C, Ϙ))
met
←←←←←←←←←←←←←←→ G(C, Ϙ)

which vanishes already at the level of categories. It is a bit tedious to check that the lower sequence is in
fact exact at G(Hyp(C)). Luckily, we get away without doing so directly:

We deduce Theorem 3.1.9 by two applications of the 4-lemma. Applying one half of it to the right three
columns (extended by 0 to the right) gives surjectivity of the map G(C, Ϙ) → �1|CobF (C, Ϙ)| for every
(C, Ϙ), in particular also for the left most column. This formally implies exactness at G(Hyp(C)) by a short
diagram chase, whence the other half of the 4-lemma gives injectivity and thus the claim. �

3.2. Isotropic decompositions of Poincaré ∞-categories. We now describe a rather general situation
which gives rise to cobordisms of Poincaré functors. We will use it to analyse the categories Qn(C, Ϙ), see
Proposition Proposition 3.2.16, below.

Let now (C, Ϙ) be a Poincaré ∞-category. Given a full subcategory L ⊆ C we will denote by L⟂ ⊆ C the
full subcategory spanned by the objects y ∈ C such that BϘ(x, y) ≃ 0 for every x ∈ L. Using BϘ(x, y) ≃
HomC(x,DϘ(y)) we immediately see that DϘ(L

⟂) ⊆ C is the full subcategory of C consisting of the objects
z ∈ C that are right orthogonal to L, i.e. for which MapC(x, z) ≃ 0 for every x ∈ L.

3.2.1. Definition. By an isotropic subcategory of (C, Ϙ) we shall mean a full stable subcategory L ⊆ C with
the following properties:

i) Ϙ vanishes on L.
ii) The composite functor

Lop
⟶ Cop

DϘ
←←←←←←←←←←←←→ C∕L⟂

is an equivalence.

The first condition in particular implies L ⊆ L⟂, and the second expresses a unimodularity condition on
L. In the ordinary theory of quadratic forms the analogue of this condition is equivalent to the requirement
that an isotropic subspace be a direct summand. It admits a convenient reformulation:

3.2.2. Lemma. For a stable subcategory L ⊆ C the composite functor Lop ⟶ Cop
DϘ
←←←←←←←←←←←←→ C∕L⟂ is an

equivalence if and only if the inclusion of L into C admits a right adjoint. Furthermore, in this case L =

(L⟂)⟂.

In particular, Lagrangians as considered in Definition [I].7.3.10, are examples of isotropic subcategories;
we will recall their definition in Definition 3.2.7 below.

Proof. The composite being an equivalence is clearly equivalent to L → C → C∕DϘ(L
⟂) being one. Since

DϘ(L
⟂) consists exactly of the right orthogonal of L it is closed under retracts in C and thus gives a Verdier

inclusion into C by Proposition A.1.9. Both the equivalence of the conditions in the statement and the last
statement are then instances of Corollary A.2.8. �

3.2.3. Remark. Applying the remainder of Corollary A.2.8 in the situation at hand, we find that the kernel
of the right adjoint p∶ C → L is given by DϘ(L

⟂) and thus L⟂ is the kernel of p◦DϘ.

3.2.4. Remark. The condition thatL = (L⟂)⟂ or evenL = L⟂, does not imply condition ii) of the definition
of an isotropic category. For a concrete counterexample, take C = Dp(K[T ]), forK a field of characteristic
different from 2. The involution sending T to −T providesK[T ] with the structure of a ring with involution,
and we can consider the symmetric Poincaré structure this involution provides.
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Fix then an 0 ≠ a ∈ K and consider the subcategory L = Dp(K[T ])T−a spanned by those complexes
that become contractible after inverting T − a, i.e. whose homology is T − a-power torsion. We first claim
that Ϙs vanishes on L: For example from the universal coefficient sequence, one finds that the homology of
DϘs (X) is T + a-power torsion for X ∈ L. But then, since T + a and T − a generate the unit ideal, T − a
acts invertibly on DϘsX, so

Ϙ
s(X) ≃ BϘs (X,X)hC2 ≃ HomK[T ](X,DϘs(X))hC2 ≃ 0.

Similarly, X ∈ L⟂ if and only if X is left orthogonal to all perfect T + a-torsion complexes. Since every
T +a-torsion complex is a colimit of perfect ones by Example 1.4.2X is thus left orthogonal to the entirety
of

(
ModK[T ]

)
T+a

. But the (non-small) Verdier sequence
(
ModK[T ]

)
T+a

⟶ ModK[T ] ⟶ ModK[T ,(T+a)−1]

is split, with left adjoint to the localisation given by the inclusion ModK[T ,(T+a)−1] → ModK[T ]. The image
of this left adjoint is the left orthogonal to the Verdier kernel by Lemma A.2.3. In total then L⟂ consists
exactly of those perfect complexes over K[T ] on which T + a acts invertibly. Since this can be checked
on homology it follows easily from the classification of finitely generated modules over the principal ideal
domain K[T ], that these are exactly the perfect K[T ]-complexes that become contractible when localised
away from the prime ideal (T +a). Repeating the argument above by localising at the complement of (T −a)
instead of inverting T + a then shows L = (L⟂)⟂.

But the inclusion of perfect T − a-power torsion complexes into all perfect K[T ]-complexes cannot
have a right adjoint: If a map R(M) → M from a T − a-power torsion module induces an equiva-
lence HomK[T ](X,R(M)) ≃ HomK[T ](X,M) for all perfect T − a-power torsion modules X, then this
in fact holds for all T − a-power torsion modules. But then R(M) necessarily agrees with the image
of M under the right adjoint to the inclusion

(
ModK[T ]

)
T−a

→ ModK[T ], which is given by X ↦

f ib
(
X → X[(T − a)−1]

)
. But even for X = K[T ], this is not a perfect K[T ]-module.

To upgrade this example to one whereL = L⟂ simply replaceK[T ] by its localisation at the complement
of (T − a) ∪ (T + a).

A similar construction generally works for a Dedekind domain with an involution that swaps two maximal
ideals.

3.2.5. Definition. For an isotropic subcategory L of a Poincaré ∞-category (C, Ϙ), we define the homology

category Hlgy(L) to be the cofibre of the inclusion (L, Ϙ) → (L⟂, Ϙ) in Cath∞.

Thus the underlying category is L⟂∕L and the hermitian structure is the left Kan extension of Ϙ|(L⟂)op

along the projection (L⟂)op → (L⟂∕L)op. The next proposition, in particular, shows that Ϙ|(L⟂)op in fact
descends along the projection (L⟂)op → (L⟂∕L)op and gives a Poincaré structure on Hlgy(L).

3.2.6. Proposition. LetL be an isotropic subcategory of a Poincaré∞-category (C, Ϙ). Then both (BϘ)|(L⟂×L⟂)op

and (ΛϘ)|(L⟂)op descend along the projection (L⟂)op → (L⟂∕L)op and give the bilinear and linear part of

the hermitian structure on Hlgy(L), which is Poincaré. The duality on Hlgy(L) is induced by the functor

(L⟂)op → L⟂ sendingX to f ib(DϘX → DϘpX), where p denotes the right adjoint to L ⊆ C and the arrow

is induced by the counit.

In particular, the composite

(34) L⟂ ∩ D(L⟂) ⟶ L⟂
⟶ L⟂∕L = Hlgy(L)

canonically refines to an equivalence of Poincaré ∞-categories using the restriction of Ϙ on the source.

In particular, Hlgy(L) is equivalent to a full Poincaré subcategory of (C, Ϙ), which one may think of as
the subcategory of harmonic objects for L. We denote by

(35) � ∶ Hlgy(L) ⟶ (C, Ϙ).

the arising fully-faithful Poincaré functor.

Proof. The first two statements follow from the general analysis of Kan-extended hermitian structures: By
Lemma [I].1.4.3 the linear and bilinear parts are given by the left Kan-extensions along (L⟂)op → (L⟂∕L)op

of the restriction to L⟂. But they in fact descend along the projection: This is immediate from Condition i)
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of Definition 3.2.1 for the linear part and from the definition of L⟂ in the case of the bilinear part. Note
that this implies via the decomposition into linear and bilinear parts that Ϙ|(L⟂)op also descends along the
projection (L⟂)op → (L⟂∕L)op, as claimed above. It furthermore implies that the hermitian structure on
Hlgy(L) is also right Kan extended along this map, which we will use below.

For the equivalence of hermitian ∞-categories claimed in the statement, note first that by Lemma A.2.5
and the comments thereafter the cofibre of the counit pX → X constitutes a right adjoint q to the localisation
L⟂

→ Hlgy(L). In fact, Lemma A.2.5 implies that q is an equivalence onto the kernel of p∶ L⟂
→ L,

which is DϘ(L
⟂) ∩ L⟂ by Remark 3.2.3. In particular, q is also a right adjoint to the composite

c∶ L⟂ ∩ D(L⟂) → Hlgy(L)

from the statement, which is thus also an equivalence. Now right Kan extensions are computed by pullback
along left adjoints, so the hermitian structure on Hlgy(L) is given by Ϙ◦qop, which upgrades q and thus c
to an equivalence of hermitian ∞-categories.

Finally, L⟂ ∩ D(L⟂) is evidently closed under DϘ so forms a Poincaré subcategory of C, whence also
Hlgy(L) is Poincaré. The statement about the duality in Hlgy(L) then follows from the formula for the
inverse q of c. �

3.2.7. Definition. Let L ⊆ C be an isotropic subcategory of a Poincaré ∞-category (C, Ϙ). We will say
that L is a Lagrangian if Hlgy(L) = 0. We will say that (C, Ϙ) is metabolic if it contains a Lagrangian
subcategory.

As mentioned, Remark 3.2.2 shows that this definition of Lagrangian agrees with that discussed in Def-
inition [I].7.3.10.

3.2.8. Remark. By Lemma A.1.8, an isotropic subcategoryL ⊆ C is a Lagrangian if and only if the inclusion
L ⊆ L⟂ is an equivalence. Condition ii) of Definition 3.2.1 therefore yields a Verdier sequence

L ⟶ C ⟶ Lop

exhibiting C as an extension of L by Lop, where the right functor takes X to f ib(DϘX → DϘpX) (and p
denotes the right adjoint of the inclusion L ⊆ C). Furthermore Lemma A.2.5 shows that the right functor
in this Verdier sequence admits a right adjoint as well.

3.2.9. Examples.

i) We showed in Proposition [I].7.3.11 that a Poincaré ∞-category (C, Ϙ) is metabolic if and only if it
is of the form Pair(D,Φ) for some hermitian ∞-category (D,Φ). In fact, the Lagrangians in (C, Ϙ)
are in one-to-one correspondence with representations of (C, Ϙ) as a category of pairings. Particular
examples are the inclusion C → Met(C, Ϙ) as the equivalences, and C × 0 ⊂ Hyp(C).

ii) Extending the Lagrangian of the metabolic category, the full subcategory inclusion i∶ C ↪ Q1(C)

of (29) sendingx to 0 ← x → x gives an isotropic subcategoryL, the adjoint pwitnessing Condition ii)
of Definition 3.2.1 given by

[X ← Y → Z] ⟼ [0 ← f ib(Y → X) → f ib(Y → X)].

ThusDϘ1L
⟂ = ker(p) is spanned by all diagrams with left pointing arrow an equivalence, whereasL⟂

itself consists of all diagram with right hand arrow an equivalence. Thus Hlgy(L) ≃ (C, Ϙ) embedded
as the constant diagrams.

iii) More generally one can consider the inclusion jn ∶ C → Qn(C) as those diagrams which vanish away
from {(i ≤ n) ∣ i ∈ {0, ...n}}, and are constant on that subposet, i.e.

0 ⋯ ⋯ ⋯ X

0 0 0 X

0 0 ⋯ 0 X

Formally this can be given by taking the embedding C → Q1(C) considered in the previous example
and composing with the degeneracy [n] → [1] sending n to 1 and everything else to 0. Using the Segal
property of Lemma 2.2.5 it is not difficult to see that the requisite adjoint p is given by taking a diagram
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' ∈ Qn(C) to image of the fibre of the last left pointing arrow, namely'(n−1 ≤ n) → '(n−1 ≤ n−1).
It follows that DϘn(L

⟂) = ker(p) consists of all those diagrams ' with the arrow '(n − 1 ≤ n) →

'(n − 1 ≤ n − 1) an equivalence (and thus all arrows '(i ≤ n) → '(i ≤ n − 1) equivalences as well).
From the explicit formula for the duality of Q1(C, Ϙ) from Example 2.2.3 i) it then follows that L⟂ is
spanned by the diagrams with the last right pointing arrow '(n − 1 ≤ n) → '(n ≤ n) an equivalence,
and so in total Hlgy(L) ≃ Qn−1(C, Ϙ) embedded in Qn(C, Ϙ) via the degeneracy sn−1.

iv) There are several other interesting isotropic subcategories of Qn(C, Ϙ): For example, let L+
n ⊆ Qn(C)

be the full subcategory spanned by those diagrams '∶ TwAr[n]op → C for which '(0 ≤ 0) = 0 and
'(0 ≤ j) → '(i ≤ j) is an equivalence for i ≤ j ∈ [n], i.e.

X2 … Xn

X1 X2 … Xn

0 X1 X2 … Xn

Then L+
n ≃ Fun(Δn−1,C) is an isotropic subcategory: To give the right adjoint pn of the inclu-

sion L+
n ↪ Qn(C), let �+n ∶ Δn → TwAr(Δn) denote the functor k ↦ (0 ≤ k). Then pn sends

'∶ TwAr([n])op → C to the left Kan extension along �+n ∶ [n] → TwAr([n]) of the functor

[n] ⟶ C j ↦ f ib('(0 ≤ j) → '(0 ≤ 0)).

In particular, the categoryD(L+
n )

⟂ consists exactly of those diagrams that are right Kan extended from
the image of �+n and (L+

n )
⟂ is dually spanned by those diagrams that are left Kan extended from the

subposet spanned by the various (i ≤ n). The homology Hlgy(L+
n ) ⊆ Qn(C, Ϙ) is consequently given

by the full Poincaré subcategory of constant diagrams.
v) The isotropic subcategory L+

n+1
≃ Fun(Δn,C) from the previous example agrees with that from the

proof of Proposition 2.4.9 upon restriction to Nulln(C, Ϙ) ⊆ Qn+1(C, Ϙ). We showed there, that it is a
Lagrangian in Nulln(C, Ϙ), and this follows again from the considerations above.

In generalisation of Corollary 3.1.3 we now set out to prove:

3.2.10. Theorem (Isotropic decomposition theorem). Let (C, Ϙ) be a Poincaré ∞-category and i∶ L → C

be the inclusion of an isotropic subcategory. Let F∶ Catp∞ → E be a group-like additive functor. Then the

Poincaré functors

ihyp ∶ Hyp(L) ⟶ (C, Ϙ) and �∶ Hlgy(L) ⟶ (C, Ϙ)

from (35) induce an equivalence

(36) F(Hyp(L)) × F(Hlgy(L)) ⟶ F(C, Ϙ).

We will explicitly construct an inverse to the map appearing in the theorem.

3.2.11. Construction. Fix a Poincaré ∞-category (C, Ϙ) and the inclusion i∶ L → C of an isotropic sub-
category with right adjoint p. We note that the counit ip → idC defines a surgery datum on the Poincaré
object id(C,Ϙ) of Funex((C, Ϙ), (C, Ϙ)). Performing surgery as in Proposition 2.4.3, we obtain a Poincaré ob-
ject in Q1(Fun

ex((C, Ϙ), (C, Ϙ))), in other words, a Poincaré functor �∶ (C, Ϙ) → Q1(C, Ϙ). By construction,
d1◦� = id, and we denote by ℎ the composite

d0◦�∶ (C, Ϙ) → (C, Ϙ),

that is, the result of surgery, giving in total a cobordism

(37)

g

id ℎ.

��

By construction
�(c)∶

(
c ← g(c) → ℎ(c)

)
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is obtained first by forming the fibre g(c) → c of the composite map c ≃ DϘDϘ(c) → DϘ(ipDϘ(c)) where
the second map is the dual of the counit, and then by forming the cofibre g(c) → ℎ(c) of the canonically
induced map ip(c) → g(c).

3.2.12. Lemma. The functor ℎ∶ C → C factors through the inclusion L⟂ ∩ DϘ(L
⟂) ⊆ C, and the Poincaré

enhancement furnished by Construction 3.2.11 canonically factors as

(C, Ϙ)
ℎ̃
←←←←←←→ Hlgy(L)

�
←←←←→ (C, Ϙ)

and ℎ̃◦� ≃ idHlgy(L). In particular, if L is Lagrangian then ℎ = 0.

Proof. For the first part we observe that both the cofibre of ipc → c and DϘipDϘc belong to DϘ(L
⟂): The

former because DϘ(L
⟂) = ker(p) by Remark 3.2.3 and for the latter we simply note pDϘX ∈ L ⊆ L⟂.

Since ℎc participates in a cofibre sequence

ℎX ⟶ cof(ipc → c) ⟶ DϘ(ipDϘ(c)),

also ℎc ∈ DϘ(L
⟂). Since ℎ commutes with the duality its image is then also contained in L⟂.

For the second claim, note that ip(c) ≃ 0 for c ∈ L⟂∩DϘ(L
⟂), since ker(p) = DϘ(L

⟂) by Remark 3.2.3.
Thus the cobordism (37) consists of equivalences in this case. The third claim is immediate from Proposi-
tion 3.2.6. �

3.2.13. Proposition. The functors

phyp ∶ (C, Ϙ) ⟶ Hyp(L) and (C, Ϙ)
ℎ̃
←←←←←←→ Hlgy(L)

combine into a left inverse of the Poincaré functor

(ihyp, �)∶ Hyp(L)⊕ Hlgy(L) ⟶ (C, Ϙ)

from Theorem 3.2.10.

Proof. Consider the composite

Hyp(L)⊕ Hlgy(L)
(ihyp,�)

←←←←←←←←←←←←←←←←←←←←←←←←→ (C, Ϙ)
(phyp,ℎ̃)
←←←←←←←←←←←←←←←←←←←←←←←←←←←←→Hyp(L)⊕ Hlgy(L).

We will analyse all four components in turn. That ℎ̃� ≃ id∶ Hlgy(L) → Hlgy(L) is part of Lemma 3.2.12.
For the self-map of the Hyp(L)-component we have that

phypihyp(x, y) = phyp(i(x)⊕ DϘi(y)) = (pi(x)⊕ pDϘi(y), pDϘi(x)⊕ pi(y)).

Since i∗Ϙ vanishes it follows that HomC(i(x),DϘi(x)) = HomC(i(y),DϘi(y)) = 0 and hence pDϘi(x) =

pDϘi(y) = 0. We may then conclude that

phypihyp(x, y) = (pi(x), pi(y)) = Hyp(pi)∶ Hyp(L) ⟶ Hyp(L)

and hence the unit equivalence idL→pi induces an equivalence idHyp(L)→p
hypihyp, as desired.

The map
phyp◦�∶ Hlgy(L) → Hyp(L)

vanishes since phyp� = (p�)hyp and L⟂ ∩ DϘL
⟂ ⊆ ker(p) by Remark 3.2.3.

Finally, we similarly have ℎ̃◦ihyp ≃ (ℎ̃◦i)hyp, and ℎ̃◦i ≃ 0, since pDϘi(x) ≃ 0 as observed above so that
c → g(c) is an equivalence. �

Proof of Theorem 3.2.10. It only remains to show that the composite map

F(C, Ϙ) F(Hyp(L)) × F(Hlgy(C)) F(C, Ϙ)
(p

hyp
∗ ,ℎ̃∗) (i

hyp
∗ ,�∗)

is homotopic to the identity. But this now readily follows by applying Proposition 3.1.7 to the cobordism
of Construction 3.2.11 and observing that ip is identified by construction with the fibre of � ∶ g → ℎ. �

In generalisation of Corollary 3.1.4 we thus find:

3.2.14. Corollary. Let F∶ Catp∞ → E be a group-like additive functor and let (C, Ϙ) be a Poincaré ∞-

category. If (C, Ϙ) is metabolic with Lagrangian L ⊆ C then F(C, Ϙ) ≃ F(Hyp(L)).
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As a simple application we have:

3.2.15. Proposition. Given a left split Verdier sequence

C D E,
f p

g

⟂

q

⟂

the functors

FHyp(q) + FHyp(f )∶ FHyp(E) × FHyp(C) ⟷ FHyp(D) ∶ (FHyp(p),FHyp(g))

are inverse equivalences for all group-like additive F∶ Catp∞ → E.

An analogous statement of course holds for right split Verdier sequences. Note, in particular, that ap-
plying this proposition to the composite Catp∞ → Catex∞ → E recovers the fact that any group-like addi-
tive functor Catex∞ → E takes left (or right) split Verdier sequences to split fibre sequences, as it displays
(F(p),F(g)) as a retract of an equivalence. We already noted this with a direct proof in 2.7.6.

Proof. The functor
q × f op ∶ E × Cop

⟶ D ×Dop = Hyp(D)

is the inclusion of a Lagranian: It is isotropic since

homD(q(e), f (c)) ≃ homE(e, pf (c)) ≃ 0.

To see that (E × Cop)⟂ is no larger, we compute

B
Ϙhyp((q(e), f (c)), (y, y

′)) ≃ homD(q(e), y′)⊕ homD(y, f (c)) ≃ homE(e, p(y
′))⊕ homC(g(y), c)

whence Corollary A.2.8 gives the claim. Thus Theorem 3.2.10 shows that

FHyp(q) + FHyp(f ) = (q × f op)hyp ∶ FHyp(E)⊕ FHyp(C) ⟷ FHyp(D)

is an equivalence, and the second map in the statement is evidently a right inverse thereof. �

Next, we use Theorem 3.2.10 to analyse the values of Qn(C, Ϙ) under group-like additive functors. To
state the result consider the functor fn ∶ Qn(C, Ϙ) → Cn taking fibres of the left pointing maps along the
bottom of a diagramX, i.e.

X ⟼
[
f ib

(
X(0 ≤ 1) → X(0 ≤ 0)

)
,… , f ib

(
X(n − 1 ≤ n) → X(n − 1 ≤ n − 1)

)]
.

We then have:

3.2.16. Proposition. The functors

vn ∶ Qn(C, Ϙ) → (C, Ϙ) and f
hyp
n ∶ Qn(C, Ϙ) → Hyp(C)n

the former induced by the inclusion [0] → [n], combine into an equivalence

F(Qn(C, Ϙ)) ≃ F(Hyp(C))n ⊕ F(C, Ϙ)

for every group-like additive F∶ Catp∞ → E. In fact, these equivalences give an identification of the simpli-

cial E∞-group FQ(C, Ϙ) in E with the bar construction of F(Hyp(C)) acting on F(C, Ϙ) via the hyperboli-

sation map hyp∶ F(Hyp(C)) ⟶ F(C, Ϙ).

In particular, it follows that CobF(C, Ϙ) ≃ |FQ(C, Ϙ[1])| is a groupoid, provided F is group-like (and
additive).

Proof. We proceed by induction. For n = 0 there is nothing to show. Using the isotropic subcategory
jn+1 ∶ C → Qn+1(C) described in Example 3.2.9 iii) we find an equivalence

((jn+1)hyp, sn)∶ FHyp(C) × FQn(C, Ϙ) ⟶ FQn+1(C, Ϙ)

as a consequence of Theorem 3.2.10. It is readily checked that this equivalence translates the map (f hyp

n+1
, vn+1)

to the matrix

⎛
⎜⎜⎝

0 f
hyp
n

idHyp(C) 0

0 vn

⎞
⎟⎟⎠
∶ FHyp(C) × FQn(C, Ϙ) ⟶ F(Hyp(C))n × FHyp(C) × F(C, Ϙ).
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This matrix represents an equivalence by inductive assumption, which implies the first claim.
To obtain an identification with the bar construction, we first note that the bar construction B(M,R,N)

of an action of R on N from the left and on M from the right in a semi-additive category is the left Kan
extension along the inclusion of the coequaliser diagram (Δ≤1

inj
)op into Δop of the diagram

M ⊕R⊕N M ⊕N

containing the two action maps; this follows directly by evaluation of the pointwise formulae for left Kan
extensions. By the calculations above d1 ∶ FQ1(C, Ϙ)) → F(C, Ϙ) is identified with the projectionF(Hyp)×
F(C, Ϙ) → F(C, Ϙ) and it is readily checked that d0 ∶ FQ1(C, Ϙ) → F(C, Ϙ) gets identified with the sum of the
identity of F(C, Ϙ) and the hyperbolisation map under the equivalence of Proposition 3.2.16. We therefore
obtain a map of simplicial objects

B(0,F(Hyp(C)),F(C, Ϙ))⟶ FQ(C, Ϙ))

and one readily unwinds the construction to find it given by the maps we just checked to be equivalences. �

Recall the higher metabolic categories Nulln(C, Ϙ) = f ib(Q1+n(C, Ϙ)
d
←←←←←←←→ (C, Ϙ)), where d is induced by

the inclusion [0] → [1 + n], from Definition 2.4.8:

3.2.17. Corollary. The functors f
hyp

n+1
∶ Nulln(C, Ϙ) → Hyp(C)n induce an equivalence

FQ(Nulln(C, Ϙ)) ≃ BF(Hyp(C))

for every group-like additive F∶ Catp∞ → E.

Proof. Note only that the sequence defining Nulln(C, Ϙ) is in fact a split Poincaré-Verdier sequence by
Lemma 2.2.8, so gives rise to a fibre sequence after applying F. The result then follows immediately from
Proposition 3.2.16. �

3.2.18. Remarks.

i) The identification from Proposition 3.2.16 also shows that for group-likeF the Segal spaceFQ(C, Ϙ) is
complete if and only if F(HypC) vanishes (see §3.5 below for a detailed discussion of such functors):
For a bar construction as above, the entirety of B(M,R,N)1 =M⊕R⊕N consists of equivalences,
so it is complete if and only if R = 0.

ii) We based the proof of Proposition 3.2.16 on the isotropic decomposition theorem 3.2.10, but Propo-
sition 3.2.16 can also be obtained directly using the Segal property of the simplicial space FQ(C, Ϙ)
and the bar construction, together with the computation of FQ1(C, Ϙ) from Corollary 3.1.3; we leave
the details to the reader.

iii) In Example 3.2.9 v) we constructed a Lagrangian Fun(Δn,C) → Nulln(C, Ϙ) and Theorem 3.2.10
therefore directly yields

FNulln(C, Ϙ) ≃ FHypFun(Δn,C).

This formula also implies Corollary 3.2.17 by an iterative application of the splitting lemma; a similar
discussion applies to F(Qn(C, Ϙ)), we again leave the details to the reader. Interestingly, our proof of
Corollary Corollary 3.2.17 does not yield the assertion that Nulln(C, Ϙ) is metabolic; indeed for n ≥ 3

we are not aware of an isotropically embedded Cn → Qn(C, Ϙ).

3.3. The group-completion of an additive functor. Our goal in this section is to study the behavior of
space-valued additive functors under the hermitian Q-construction, or equivalently of the assignment F ↦

|CobF(−)|. This is based on the following observation: For any additive functor F∶ Catp∞ → S, there is a
natural cartesian square

F(C, Ϙ) CobF(C, Ϙ)0∕

{0} CobF(C, Ϙ)

in Cat∞, since HomCobF(C,Ϙ)(0, 0) ≃ F(C, Ϙ), which is immediate from our discussion of Segal spaces
in §2.3. As an application of the isotropic decomposition principle we saw in Proposition 3.2.16 that
CobF(C, Ϙ) is a groupoid if F is assumed group-like, and thus F ≃ Ω|CobF| in this case. This allows



HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES II: COBORDISM CATEGORIES AND ADDITIVITY 85

one to recognise Ω|CobF − | as the group-completion of a not-necessarily group-like additive F by means
of [Lur09a, Proposition 5.2.7.4 (3)] and explicit inspection. In the present section we will, take a slightly
different route and show, moreover, that the realisation of the square above exhibits |CobF| as the suspen-
sion of F in Funadd(Catp∞, S). The requisite analysis will also allow for a somewhat more direct proof that
F ≃ Ω|FQ−|, whenever F is group-like, bypassing the translation from Segal spaces to ∞-categories.

We thus consider the corresponding statement at the level of the Segal spaces FQ(C, Ϙ). We start by con-
structing the corresponding model for the cartesian square above. Recall the decalage dec(S) of a simplicial
object S, i.e dec(S)n ≃ S1+n, and that we have

CobF(C, Ϙ)0∕ ≃ asscat(FNull(C, Ϙ))

from Lemma 3.1.11, where the higher metabolic categories Nulln(C, Ϙ) are given as the fibre of

(38) dec(Q(C, Ϙ)) ⟶ Q0(C, Ϙ) = (C, Ϙ).

Considering the face map d0 ∶ [n] → [1 + n] as a natural transformation Δn ⇒ Δ1+n yields a map of
simplicial objects

(39) �∶ Null(C, Ϙ) ⟶ Q(C, Ϙ).

3.3.1. Lemma. The simplicial objects Null(C, Ϙ) and dec(Q(C, Ϙ)) extend to a split simplicial objects over

the zero Poincaré ∞-category and (C, Ϙ), respectively.

In particular, |Fdec(Q(C, Ϙ))| ≃ F(C, Ϙ) by [Lur09a, Lemma 6.1.3.16] (which also defines split simplicial
objects).

Proof. By construction the augmented simplicial object (38) is split, which gives both results. �

Now, to describe the final map from the square, let �n ∶ C → Nulln(C, Ϙ) be the simplicial map which at
level n is given by the exact functor which sends x ∈ C to the diagram 'x ∶ TwAr[n] → C given by

'x(i ≤ j) =

{
x 0 = i < j
0 otherwise

in which all the maps between the various x’s are identities. We note that the image of �n is contained in the
kernel of

(40) �n ∶ Nulln(C, Ϙ) ⟶ Qn(C, Ϙ)

3.3.2. Lemma. The functor �n ∶ C → Nulln(C, Ϙ) determines an equivalence of stable∞-categories between

C and the kernel of (40). In addition, the restriction of the quadratic functor of Nulln(C, Ϙ) to C along �n is

naturally equivalent to Ϙ[−1].

Proof. By definition, the kernel of (40) consists of those '∶ TwAr[n + 1]op → C in Qn+1(C, Ϙ) such that
'(i ≤ j) = 0 if either (i ≤ j) = (0 ≤ 0) or i ≥ 1. The only non-zero entries of such a functor are
hence '(0 ≤ j) for j ≥ 1, and for 1 ≤ i ≤ j the maps '(0 ≤ j) → '(0 ≤ i) are equivalences by the
exactness conditions of Definition 2.2.1, since '(1 ≤ i) = '(1 ≤ j) = 0. Conversely, every functor
'∶ TwAr[n + 1]op → C which satisfies these vanishing conditions and for which '(0 ≤ j) → '(0 ≤ i)
are equivalences satisfies all the exactness conditions of Definition 2.2.1. We may hence conclude that �n+1
yields an equivalence between C and kernel of (40), since the elements (0 ≤ j) span a contractible category.
To finish the proof we note that for x ∈ C we have

lim
(i≤j)∈TwAr[n+1]op

Ϙ('x(i ≤ j)) = lim
(i≤j)∈I

op

n+1

Ϙ('x(i ≤ j)) ≃ 0 ×Ϙ(x) 0 = ΩϘ(x)

where In+1 ⊆ TwAr[n+1] is the cofinal full subposet of the twisted arrow category spanned by the arrows
of the form (i ≤ j) for j ≤ i + 1, see Examples 2.2.3. �

In light of Lemma 3.3.2 we now obtain a fibre sequence of simplicial Poincaré ∞-categories

(41) const(C, Ϙ[−1])
�

⟶ Null(C, Ϙ)
�

⟶ Q(C, Ϙ).
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3.3.3. Observation. The sequence (41) is a split Poincaré-Verdier sequence in each degree: By Lemma 2.2.8,

the maps d0 ∶ Q1+n(C, Ϙ) → Qn(C, Ϙ) are split Poincaré-Verdier projections, and the left adjoint of d0 is

given via extension by 0 and thus factors through the underlying categories of Nulln(C, Ϙ) → Q1+n(C, Ϙ),
whence Corollary 1.2.3 gives the claim.

As desired applying an additive functor F ∶ Catp∞ → S levelwise to the sequence (41) yields a sequence
of Segal spaces which corresponds to the fibre sequence of ∞-categories

F(C, Ϙ) ⟶ CobF(C, Ϙ)0∕ ⟶ CobF(C, Ϙ).

Here the second functor is the canonical projection as in Lemma 2.4.7 and the first functor is informally
given by sending a Poincaré object x to the cobordism [0 ← x → 0]. In total we have thus modelled the
square from the start of this section.

We can now formulate the main result of the present section:

3.3.4. Theorem. Let F∶ Catp∞ → S be an additive functor and consider the commutative square of space

valued functors

(42)

F |FNull(−[1])|

∗ |FQ(−[1])|
obtained from the sequence (41). Then we have:

i) The square is cocartesian in Funadd(Catp∞, S), and so exhibits |FQ(−[1])| ≃ |CobF(−)| as the suspen-

sion of F in Funadd(Catp∞, S), since the upper right corner is contractible.

ii) If F is group-like then the square is also cartesian, yielding an equivalence

�F ∶ F⟶Ω|CobF(−)|.
in Funadd(Catp∞, S).

Before giving the proof of Theorem 3.3.4 let us give some of its direct consequences. Given an additive
functor F ∶ Catp∞ → S, the square (42) determines a natural map

(43) F ⟶ Ω|CobF(−)|
in Funadd(Catp∞, S). The codomain of (43), being the loop of another additive functor, is always group-
like. Our goal is to show that (43) exhibits Ω|CobF(−)| as universal among group-like additive functors
receiving a map from F. In other words, we claim that the association F ↦ Ω|CobF(−)| realises the
group-completion of F in the semi-additive category Funadd(Catp∞, S). We need a general lemma:

3.3.5. Proposition. LetE be a semi-additive∞-category which admits suspensions and loops, and letEgrp ⊆
E be the full subcategory spanned by the group-like objects. Then the following holds:

i) The full subcategory Egrp ⊆ E is closed under any limits and colimits that exist in E, and both the

suspension and loop functors Σ,Ω∶ E → E have their image contained in Egrp. In particular, we may

consider the monad ΩΣ∶ E → E as a functor from E to Egrp.

ii) If the suspension functor Σ∶ Egrp → Egrp is fully-faithful then the unit map u∶ id ⇒ ΩΣ exhibits ΩΣ

as left adjoint to the inclusion Egrp → E.

iii) For every object A ∈ E, the suspension of the unit Σu∶ ΣA→ ΣΩΣA is an equivalence.

Proof. The first claim follows from the fact that x ∈ E being group-like can be detected on the level of
both the represented functor Map(−, x) and the corepresented functor Map(x,−) (which automatically take
values in monoid objects since E is semi-additive), and that loop spaces are always group-like.

To prove the second claim, it suffices to check that under the given assumptions the natural transforma-
tions uΩΣx,ΩΣux ∶ ΩΣx → ΩΣΩΣx are both equivalences [Lur09a, Proposition 5.2.7.4]. But since ΩΣ is
a monad these two natural transformations admit a common section (the multiplication of the monad) and
Σ∶ Egrp → Egrp being fully-faithful implies that u is a natural equivalence on all group-like objects of E.

The final claim now follows from the triangle identities. �
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Since Funadd(Catp∞, S) is semi-additive by Lemma 1.5.7, we obtain the universal property of the hermit-
ian Q-construction:

3.3.6. Corollary. The natural map F → Ω|CobF(−)| exhibits Ω|CobF(−)| as universal among group-like

additive functors receiving a map from F; that is, the operation F ↦ Ω|CobF(−)| is left adjoint to the

inclusion

Funadd(Catp∞,GrpE∞ (S)) ⊆ Funadd(Catp∞,MonE∞ (S)) ≃ Funadd(Catp∞, S),

of group-like additive functors inside all additive functors.

We will therefore also denote Ω|CobF(−)| as Fgrp and refer to it as the group-completion of F. Let
us mention that the inclusion in the statement also admits a right adjoint simply giving by taking units
pointwise; taking units preserves all limits (and thus in particular additive functors) since it is itself a right
adjoint. However, this right adjoint clearly annihilates both Pn and Cr, so we have little use for it.

Proof. Note only that Part ii) of Theorem 3.3.4 implies that the unit id ⇒ Ω|Cob(−)| is an equivalence on all
group-like additive functors. Thus |Cob(−)| restricts to a fully faithful functor on Funadd(Catp∞,GrpE∞(S))
and the previous proposition gives the claim. �

Part iii) of Proposition 3.3.5 together with Theorem 3.3.4 also immediately implies:

3.3.7. Corollary. For every additive functor F∶ Catp∞ → S and (C, Ϙ) ∈ Catp∞, the natural map

|CobF(C, Ϙ)| ⟶ CobF
grp
(C, Ϙ)

is an equivalence.

3.3.8. Remark. While we described the unit map F → Ω|FQ(−[1])| of the adjunction arising from Theo-
rem 3.3.4 already at the beginning of this section, the counit |ΩFQ(−[1])| → F is more elusive. One thing
we can say about it is that the composite

(44) |ΩFQ(−[1])| → F → Ω|FQ(−[1])|
of the counit and unit can be identified with the negative of the canonical limit-colimit interchange map
(as we will show below). In case F is group-like, the unit map is an equivalence by Theorem 3.3.4, so this
determines the counit for such F.

Note also that in the casesF = Pn,Cr orCrhC2 , or more generally any additiveF for which the component
of 0 inF(C, Ϙ) is always contractible, the source of the counit simply vanishes. These cases cover all additive
functors of interest to us.

To see the claim about the composite map, observe that the limit-colimit interchangemap � ∶ |ΩFQ(−[1])| →
Ω|FQ(−[1])| can also be described as the Beck-Chevalley map associated to the square

Funadd(Catp∞, S) Funadd(Catp∞, S)

Funadd(Catp∞, S) Funadd(Catp∞, S)

F↦|FQ(−[1])|

Σ Σ

F↦|FQ(−[1])|
Ω Ω

where ΣF here denotes the suspension of F in Funadd(Catp
∞
, S), not the valuewise suspension. By Theo-

rem 3.3.4 this is equivalent to |FQ(−[1])|, but it will be notationally advantageous to keep the notations for
the horizontal and vertical arrows separate for a moment. By definition, the Beck-Chevalley map depends
on the commutativity data of the square involving the down facing vertical arrows, which itself is given by
the canonical map � ∶ Σ|FQ(−[1])| → |(ΣF) Q(−[1])| exchanging the order of the colimits. This map is an
equivalence, since the geometric realisations occuring on both sides (which by construction are valuewise!)
actually compute the colimits in Funadd(Catp∞, S): from Proposition 1.4.15 we find that eachFQn(−) is addi-
tive, and Theorem 2.5.1 implies that the valuewise realisation, which computes the colimit in Fun(Catp∞, S),
already lies in Funadd(Catp∞, S). Now unwinding the definitions using |FQ(−[1])| ≃ ΣF, � becomes the self
equivalence of Σ2F which switches the two suspension coordinates. In particular, the square involving the
down facing vertical arrows can be endowed with two different commutativity structures, corresponding
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to the swap � and the identity of Σ2F. These determine two corresponding Beck-Chevalley maps given,
respectively, by

ΣΩF
uΣΩF
←←←←←←←←←←←←←←←←←←←←→ΩΣΣΩF

Ω�ΩF
←←←←←←←←←←←←←←←←←←←←←←→ΩΣΣΩF

ΩΣcF
←←←←←←←←←←←←←←←←←←←←←←→ΩΣF

and

ΣΩF
uΣΩF
←←←←←←←←←←←←←←←←←←←←→ΩΣΣΩF

id
←←←←←←←←→ ΩΣΣΩF

ΩΣcF
←←←←←←←←←←←←←←←←←←←←←←→ΩΣF,

where u and c denote the unit and counit of the adjunction Σ ⊣ Ω. The second of these is equivalent to (44),
since

ΩΣcF◦uΣΩF ≃ uF◦cF
by naturality. The first, which we showed to be the colimit-limit interchange map above, is its negative since
the map �ΩF ∶ Σ2ΩF → Σ2ΩF is homotopic to the negative of the identity map.

We now turn to the proof of Theorem 3.3.4. As mentioned, part ii) is immediate from 3.2.16. Part i)
requires us to consider the dual Q-construction, denoted dQ(C, Ϙ), which we discuss next.

3.3.9. Lemma. The functors Qn ∶ Catp∞ → Catp∞ and Qn ∶ Catex∞ → Catex∞ admit left adjoints dQn, given

by tensoring with the poset In.

These adjoints make both diagrams

Catp
∞

Catp
∞

Catex∞ Catex∞

dQn

fgt fgt

dQn

Catp
∞

Catp
∞

Catex∞ Catex∞

dQn

dQn

Hyp Hyp

commute, since the analogous diagrams involving the respective Q-constructions commute and the dia-
grams in questions are then obtained by passing to left adjoints everywhere.

Proof. Recall that for [n] ∈ Δ we have denoted by In the full subposet of TwAr(Δn) spanned by the
arrows of the form (i ≤ j) for j ≤ i + 1. From Examples 2.2.3 we find Qn ≃ (−)In , which by Proposi-
tion [I].6.4.4 has (−)In as a left adjoint when regarded as a functor Cath∞ → Cath∞. As an application of
Proposition [I].6.6.1 we find, however, that (C, Ϙ)In is Poincaré whenever (C, Ϙ) is and from Remark [I].6.4.6
and Proposition [I].6.2.2 we then find an equivalence of Poincaré ∞-categories

Funex((C, Ϙ)In , (D,Φ)) ≃ Funex((C, Ϙ), (D,Φ)In)

which according to Corollary [I].6.2.12 gives the claim by passing to Poincaré objects. �

Now recall that there is a canonical equivalence FunL(Catp
∞
,Catp

∞
) ≃ FunR(Catp

∞
,Catp

∞
)op for example

as an immediate consequence of Lurie’s straightening equivalences, which makes both ∞-categories equiv-
alent to that of bicartesian fibrations over Δ1 with both fibres identified with Catp∞; the superscripts L and
R indicate left and right adjoint functors, respectively. In particular, as the Q-construction is a simplicial
object the left adjoints above assemble into a cosimplicial object.

3.3.10. Definition. Let (C, Ϙ) be a hermitian ∞-category. We will denote by dQ(C, Ϙ) the cosimplicial
hermitian ∞-category obtained by applying the left adjoint of Qn in each degree.

3.3.11. Remark. The proof of Lemma 3.3.9 does not make the functoriality of dQ(C, Ϙ) very apparent since
the categories In do not form a cosimplicial object.

To remedy this defect, we offer the following description of dQn(C, Ϙ): By the discussion in Exam-
ples 2.2.3 a diagram �∶ TwAr(Δn) → C lies in Qn(C) ⊆ CTwAr(Δn) if and only if it lies in the image of
the right Kan extension along the inclusion �n ∶ In → TwAr(Δn). The Poincaré ∞-category dQn(C, Ϙ) is
dually given by instead considering the quotient in Cath∞ of (C, Ϙ)TwAr(Δn) by the kernel of the left adjoint
�∗n ∶ CTwAr[n] → CIn

of the canonical map (�n)∗ ∶ CIn
→ CTwAr[n] on the tensoring construction. Under the

identifications CIn
≃ Fun(I

op
n ,C) of Proposition [I].6.5.8 and its analogue for TwAr(Δn) the kernel of �∗n

consists of those '∶ TwAr[n]op → C for which '(i < j) = 0 whenever |j − i| ≤ 1.
One can check that this description directly assembles dQ(C, Ϙ) into a cosimplicial object ofCatp∞, which

is left adjoint to Q(C, Ϙ), but we shall not need this description, so leave details to the reader.
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3.3.12. Definition. Let (C, Ϙ) be a hermitian ∞-category. We define dNulln(C, Ϙ) to be the Poincaré-Verdier
quotient of dQn+1(C, Ϙ) by the image of the functor C = dQ0(C) → dQ1+n(C) induced by the inclusion
[0] → [1 + n].

Note that Proposition 1.4.12 shows, that there is then indeed a Poincaré-Verdier sequence

(C, Ϙ) ⟶ dQ1+n(C, Ϙ) ⟶ dNulln(C, Ϙ).

3.3.13. Remark. The functor dNulln is by definition the cofibre of the natural transformation dQ{0} ⇒

dQn+1, while the functor Nulln(−) is the fibre of the natural transformation Qn+1 → Q0. We conclude that
the association (C, Ϙ) ↦ dNulln(C, Ϙ) is left adjoint to (D,Φ) ↦ Nulln(D,Φ).

Proof of Theorem 3.3.4. As discussed, the second statement follows from 3.2.16: The associated square
of ∞-categories is cartesian (before realisation= even if F is not grouplike: This follows either by direct
inspection since one obtains the square from the start of this section, or using the fact that the right vertical
map is an isofibration of Segal spaces, see the argument in the proof of the additivity theorem. Proposition
3.2.16 then implies that all occuring ∞-categories already lie in S if F is grouplike, so realisation has no
further effect. We shall also provide another argument below.

For the first statement we have to show that the square

Nat(|FQ(−[1])|,G) Nat(|FNull(−[1])|,G)

∗ Nat(F,G)

is cartesian for every additive G∶ Catp∞ → S. But we calculate

Nat(|FQ(−[1])|,G) ≃ lim
[n]∈Δ

Nat(FQn(−
[1]),G) ≃ lim

[n]∈Δ
Nat(F,GdQn(−

[−1]))

and similarly for the upper left hand term. Commuting limits it thus suffices to show that

(45) dQn(C, Ϙ
[−1]) ⟶ dNulln(C, Ϙ

[−1]) ⟶ (C, Ϙ)

is split Poincaré-Verdier for every Poincaré category (C, Ϙ). Using Remark 1.2.4 this statement can be
obtained entirely formally by (Cath∞-enriched) adjunction from the sequence

(46) (C, Ϙ) ⟶ Nulln(C, Ϙ
[1]) ⟶ Qn(C, Ϙ

[1])

being split Poincaré-Verdier by Observation 3.3.3, but we shall give a more direct argument. It is immediate
from adjointness that (45) is a cofibre sequence in Catp∞, so it remains to check that the composite

dQn(C, Ϙ
[−1])

d0
←←←←←←←←←←→ dQ1+n(C, Ϙ

[−1]) ⟶ dNulln(C, Ϙ
[−1])

is a Poincaré-Verdier inclusion. But from the equivalence dQn(C, Ϙ) ≃ (C, Ϙ)In we find the first map such
an inclusion by Proposition 1.4.12. Thus the Poincaré structure on dQn(C, Ϙ

[−1]) is obtained from that on
dQ1+n(C, Ϙ

[−1]) by pullback along d0 or equivalently by left Kan extension along (the opposite of) the right
adjoint dQ1+n(C, Ϙ

[−1]) → dQn(C, Ϙ
[−1]) to d0. We will therefore be done, if we show that this right adjoint

factors through dNulln(C, Ϙ
[−1]). But this follows from the corresponding statement for the left adjoint of

d0 ∶ Q1+n(C, Ϙ
[1]) → Qn(C, Ϙ

[1]) factoring throughNulln(C, Ϙ
[1]) in Observation 3.3.3, since the adjunction

dQn ⊢ Qn is compatible with the passage to underlying categories by the discussion after Lemma 3.3.9
(and the same argument gives the claim for dNulln ⊢ Nulln). �

Alternative to our translation along the equivalence between Segal spaces and ∞-categories and the
use of the isotropic decomposition principle in 3.2.16, one can obtain the second claim of Theorem 3.3.4
also by directly applying Rezk’s equifibration criterion [Rez14, Proposition 2.4] to the map FNull(C, Ϙ) ⇒
FQ(C, Ϙ):

3.3.14. Lemma. Let

X Y

Z W

�
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be a cartesian square of functors from some small category I to S, such that the transformation � ∶ Y ⇒ W
is equifibred, i.e. such that

Y (i) W (i)

Y (j) W (j)

�i

�j

is cartesian for every i → j in I . Then the square

colimX colim Y

colimZ colimW

�

is cartesian as well.

To see that FNull(C, Ϙ) → FQ(C, Ϙ) is equifibred in this sense, one can observe that the Segal condition
implies that it suffices to check that the squares

(47)

F(Null2(C, Ϙ)
[1]) F(Q2(C, Ϙ

[1]))

F(Null1(C, Ϙ
[1])) F(Q1(C, Ϙ

[1]))

di di

are cartesian for i = 0, 1, 2. For i = 1, 2 these squares are split Poincaré-Verdier (prior to applying F) by
Lemma 2.2.8 and Corollary 1.2.6 and for i = 0 the induced map on vertical fibres (over 0, but this suffices
since d0 induces a surjection on �0) identifies with

can∶ F(Hyp(C)) ⟶ F(Met(C, Ϙ))

which is an equivalence by Corollary 3.1.4. For the reader’s convenience let us supply a proof of 3.3.14, as
we do not know a reference in the present language.

Proof. By [Lur09a, Lemma 6.1.3.14] we may apply [Lur09a, Theorem 6.1.3.9 (4)] to the category S (Lurie
calls an equifibred transformation cartesian). This gives us that any extension of � to the cone of I , such
that the extension of W is a colimit cone, is again equifibred if and only if the the extension of Y is also a
colimit cone. Applying the backwards direction we find

Y (i) colimY

W (i) colimW

and therefore also

X(i) colim Y

Z(i) colimW

is cartesian for every i ∈ I . Cancelling one pullback, it follows that also

X(i) colimZ ×colimW colim Y

Z(i) colimZ

is cartesian. But then it follows from [Lur09a, Lemma 6.1.3.2], that the extension of the transformation
X ⇒ Z to the cone of I via the right hand column of the last diagram is also equifibred. A forwards
application of [Lur09a, Theorem 6.1.3.9 (4)] now gives the claim. �
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3.4. The spectrification of an additive functor. In §3.3 we showed that for any additive functorF∶ Catp∞ →

S the commutative square

(48)

F |CobF
0∕
|

0 |CobF|
exhibits |CobF| as the suspension of F in Funadd(Catp∞, S). Iterating this procedure we obtain for each
additive functor F a model for the suspension pre-spectrum of F ∈ Funadd(Catp∞, S). To set the stage we
first note that, for each n ≥ 1, we have an n-fold simplicial object in Catp∞ given by

Q(n)(C, Ϙ) ∶ (Δop)n ⟶ Catp∞ ([m1], ..., [mn]) ⟼ Qm1
Qm2

...Qmn (C, Ϙ).

By Lemmas 2.2.7 and 2.2.5 Q(n)(C, Ϙ) is an n-fold Segal object of Catp∞, the n-fold iterated hermitian Q-
construction of (C, Ϙ). As a multiple Segal object it presents an (∞, n)-category, though we shall not attempt
to make this precise. We simply set:

3.4.1. Definition. For F∶ Catp
∞

→ S additive, we shall call the n-fold Segal space FQ(n)(C, Ϙ[n]) the F-

based n-extended cobordism category CobFn (C, Ϙ) of (C, Ϙ).

In particular, CobF
1
(C, Ϙ) = FQ(C, Ϙ[1]) really is the Segal space giving rise to the cobordism category

CobF(C, Ϙ), and CobF
0
(C, Ϙ) = F(C, Ϙ). Furthermore, there are canonical equivalences

|Cob|Cob
F
j |

i
(C, Ϙ)| ≃ |CobFj+i(C, Ϙ)|.

The multiple Segal spacePnQ(n)(C, Ϙ[n])models the (∞, n)-category informally described as having Poincaré
objects of (C, Ϙ[n]) as objects, their cobordisms as morphisms, cobordisms between cobordisms as 2-morphisms
and so on up to degree n.

3.4.2. Remark. The analogous n-fold topological category Cobnd (note the unfortunate index switch) for
cobordism categories of d-manifolds first appeared in [BM14], ironically inspired by the ordinary iterated
Q-construction of Quillen, and served to produce cobordism theoretic deloopings of |Cobd|. In particular,
Bökstedt and Madsen showed that |Cobnd| ≃ Ω∞−nMTSO(d), extending the theorem of Galatius, Madsen,
Tillmann and Weiss from the case n = 1. They used this description to give an entirely cobordism theoretic
model for the spectrum MTSO(d), which endows it with an interesting map to A(BSO(d)), studied exten-
sively by Raptis and the 9’th author in [RS14, RS17, RS20], where it was used to give a short proof of the
Dwyer-Weiss-Williams index theorem [DWW03]. We will take up the study of the evident refinements of
this map in a sequel to the present paper.

The higher categorical incarnations of these extended cobordism categories are of course also the main
objects of study in Lurie’s (sketch of a) solution to the cobordism hypothesis [Lur09c], and the results of
Bökstedt-Madsen have been reproven in the language of higher categories by Schommer-Pries in [SP17].

Now, denote by PSp the category of pre-spectra, that is the lax limit of the diagram

…
Ω
←←←←←←←←→ S∗

Ω
←←←←←←←←→ S∗

Ω
←←←←←←←←→ S∗,

consisting of sequences (Xn)n∈ℕ of pointed spaces together with structure maps Xn → ΩXn+1. There is
a fully faithful inclusion Sp ⊆ PSp, which admits a left adjoint we will refer to as spectrification. It does
not affect the homotopy groups. Furthermore, the evaluation functors evn ∶ PSp→ S∗ commute with both
limits and colimits, and restrict to the functorsΩ∞−n∶ Sp→ S∗ (which still preserve limits, but only filtered
colimits).

3.4.3. Definition. Let F∶ Catp∞ → S be a functor. We will denote by

ℂobF(C, Ϙ) = [CobF
0
(C, Ϙ), |CobF

1
(C, Ϙ)|, |CobF

2
(C, Ϙ)|,…]

the corresponding functor from Catp∞ to pre-spectra with the structure maps determined by the square (48)
applied to the functors |CobFi |.
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Since the 0’th object in the pre-spectrum ℂob(C, Ϙ) is F(C, Ϙ) itself, we obtain a natural map

(49) F(C, Ϙ) ⟶ Ω∞
ℂobF(C, Ϙ),

where the right hand side refers to the 0-th space of the spectrification of ℂobF(C, Ϙ).

3.4.4. Remark.

i) There is another possible definition of the bonding maps of ℂobF(C, Ϙ): One could take the map
F → Ω|CobF| provided by (48) and form

|CobFi | ⟶ |Cob|ΩCobF|i | ⟶ Ω|Cob|CobF|i | ≃ Ω|CobF
1+i

|
These differ from the bonding maps we chose by a coordinate flip in the (1 + i)-fold simplicial object
CobF

1+i
. Since iterated application of the Q-construction models the suspension in Funadd(Catp∞, S) by

Theorem 3.3.4, such a coordinate flip induces the negative of the identity on realisations. In particular,
this choice of bonding maps gives a pre-spectrum naturally equivalent to ℂob(C, Ϙ).

ii) In fact, the coordinate flips endow ℂob(C, Ϙ) with the structure of an (∞-categorical version of a)
symmetric pre-spectrum, just as the more classical construction of K-theory spectra. We will not
have to make use of this observation, which is classically used to produce multiplicative structures
on K-spectra, since we argue instead by universal properties to construct multiplicative structures in
Paper [IV].

iii) By Theorem 3.3.4 |CobFn | is a model for the n-fold suspension of F in Funadd(Catp∞, S). Considering
ℂobF as a pre-spectrum object in Funadd(Catp∞, S) it is hence the suspension pre-spectrum of F.

3.4.5. Proposition. Let F be an additive functor Catp∞ → S and (C, Ϙ) ∈ Catp∞. Then:

i) The functor ℂobF ∶ Catp∞ → PSp is again additive and takes values in positive Ω-spectra, i.e. the

structure map |CobFn (C, Ϙ)| → Ω|CobF
n+1

(C, Ϙ)| is an equivalence for every n ≥ 1.

ii) If F is group-like, then ℂobF(C, Ϙ) is in fact an (Ω-)spectrum, and ℂobF is then additive when con-

sidered as a functor ℂobF ∶ Catp∞ → Sp.

iii) The natural map ℂobF(C, Ϙ) → ℂobF
grp
(C, Ϙ) exhibits the right hand side as the spectrification of the

left.

In particular, we obtain equivalences

Fgrp(C, Ϙ) ≃ Ω∞
ℂobF(C, Ϙ) and |CobFn (C, Ϙ)| ≃ Ω∞−n

ℂobF(C, Ϙ)

for n ≥ 1.

From Theorem 3.3.4 and Part ii) of this proposition we thus obtain the following universal property for
the iterated hermitian Q-construction:

3.4.6. Corollary. For a group-like additive functor F∶ Catp∞ → S the functor ℂobF ∶ Catp∞ → Sp is the

initial additive functor under S[F], the pointwise suspension spectrum of F. In other words,

ℂob∶ Funadd(Catp∞,GrpE∞) ⟶ Funadd(Catp∞, Sp)

is left adjoint to the forgetful functor, i.e. composition with Ω∞. Also,

ℂob◦(−)grp∶ Funadd(Catp∞, S) ⟶ Funadd(Catp∞, Sp)

is left adjoint to the forgetful functor.

An explicit description of the counit of the former adjunction is easily derived from Remark 3.3.8.

Proof. For the proof note, that transformations S[F] ⇒ G of functors Catp∞ → Sp correspond naturally to
transformationsF ⇒ Ω∞G of functors to both E∞-monoids and plain spaces by Lemma 1.5.7. On the other
hand, the space of transformations ℂobF ⇒ G is given by

lim
n∈ℕ

Nat(Ω∞−n
ℂobF ,Ω∞−nG) ≃ lim

n∈ℕ
Nat(|CobFn |,Ω∞−nG).

But since |CobFn | is the n-fold suspension of F by Theorem 3.3.4, this colimit system is constant with value
Nat(F,Ω∞G), which gives the claim. �
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Proof of Proposition Proposition 3.4.5. By Proposition 2.3.7, we have that |CobFn | ≃ |Cob|CobF |
n−1

| is group-

like as soon as n ≥ 1, and hence in this case the structure map |CobFn | → Ω|CobF
n+1

| is an equivalence by
Theorem 3.3.4 ii). Of course, if F is group-like then this holds also at the 0’th level. Furthermore, since by
Theorem 2.5.1 all functors |CobFn | are additive so is ℂob, as fibre sequences in (pre-)spectra are detected
degreewise. This gives the first two statements.

To obtain the third statement just observe that by Part ii) the spectrification of ℂob(C, Ϙ) is given by
[
Ω|CobF

1
(C, Ϙ)|, |CobF

1
(C, Ϙ)|, |CobF

2
(C, Ϙ)|,… ]

which by Corollaries 3.3.6 and 3.3.7 agrees with
[
Fgrp(C, Ϙ), |CobFgrp

1
(C, Ϙ)|, |CobFgrp

2
(C, Ϙ)|,… ]

,

since |CobF
n+1

| = |Cob|CobF |
n |. �

Part iii) of Proposition 3.4.5 identifies the non-negative homotopy groups of ℂobF(C, Ϙ) with those of
Fgrp(C, Ϙ). While these are generally very difficult to understand, we can determine the negative homotopy
groups of the spectrum ℂobF(C, Ϙ), much more easily:

3.4.7. Proposition. For every additive F∶ Catp∞ → S, Poincaré ∞-category (C, Ϙ), n ≥ 1 and 0 ≤ k < n

the iterated bonding maps of the pre-spectrum ℂobF(C, Ϙ) induce isomorphisms

�k|CobFn (C, Ϙ)| ≅ �0|CobF(C, Ϙ[n−k−1])| and �−nℂob
F(C, Ϙ) ≅ �0|CobF(C, Ϙ[n−1])|.

In other words, �k|CobFn (C, Ϙ)| for k < n is just the F-based cobordism group of (C, Ϙ[n−k]) and similarly
for the negative homotopy groups of ℂobF.

Proof. Part i) of Proposition 3.4.5 reduces the claim about the left hand side to the case k = 0. By re-
alising the n-fold simplicial object CobFn iteratively, this case follows from Corollaries 2.3.10 and 2.3.11
by induction on n. The statement for the right hand side is now immediate from Proposition 3.4.5 iii) and
Corollary 3.3.7. �

3.4.8. Corollary. For any group-like additive F∶ Catp∞ → S the spectrum ℂobF(C, Ϙ) is connective when-

ever (C, Ϙ) admits a lagrangian subcategory, in particular ℂobF Met(D,Φ) and ℂobF Hyp(E) are always

connective.

In fact, the functor

ℂob∶ Funadd(Catp∞,GrpE∞) ⟶ Funadd(Catp∞, Sp)

is fully faithful and its essential image consists precisely of the functors whose values on all metabolic

Poincaré ∞-categories (C, Ϙ) is connective.

The essential image of ℂob can equivalently be described by the condition that FMet(D,Φ) be con-
nective for all Poincaré ∞-categories (D,Φ) or that FHyp(E) be connective for all small stable E: For the
latter condition this is immediate from Corollary 3.2.14, and for the former it then follows from FHyp(E)

being a retract of FHyp(Hyp(E)) ≃ F(Met(Hyp(E))).

Proof. The first part is a consequence of Proposition 3.4.7, Corollary 3.2.14 and Corollary 2.3.11. That
ℂob is fully faithful follows from Corollary 3.4.6, since the unit F ⇒ Ω∞ℂobF is an equivalence by
Proposition 3.4.5 if F is group-like. To see the statement about the essential image note that the counit
ℂobΩ

∞F
→ F of the adjunction is an equivalence after applyingΩ∞ by the triangle identities, and therefore

an equivalence on non-negative homotopy groups. Applying this counit transformation to the metabolic
fibre sequence

(C, Ϙ) → Met(C, Ϙ[1]) → (C, Ϙ[1]),

we conclude inductively on i that the transformation is an equivalence on �−i for all i ≥ 0. �

3.4.9. Remark. Completely analogous definitions and arguments work in the non-hermitian set-up to give
the n-fold Segal spaces SpanFn (C) and (pre-)spectraSpanF(C), with the K-theory functorCatex∞ → Sp being
the (pointwise) spectrification of SpanCr or equivalently SpanCr

grp
. As a consequence of Proposition 2.7.3
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one here finds that SpanF(C) is always a connective (pre-)spectrum. The analogue of the above corollary
is the statement that

Span∶ Funadd(Catex∞,GrpE∞ ) ⟶ Funadd(Catex∞, Sp)

is fully faithful with essential image the functors taking values in connective spectra. In particular, the
non-connectivity of the iterated Q-construction is an entirely hermitian phenomenon.

Let us also record the relationship between the Q-construction and suspension in Funadd(Catp∞, Sp). To
this end, consider again the squares

(50)

const Met(C, Ϙ) dec(Q(C, Ϙ))

{0} Q(C, Ϙ)

const(C, Ϙ[−1]) Null(C, Ϙ)

{0} Q(C, Ϙ)

consisting of split Poincaré-Verdier sequences in each simplicial degree. Applying an additive F∶ Catp∞ →

Sp one obtains a levelwise cartesian square of simplicial spectra. As this is also cocartesian by stability, it
follows that also

FMet(C, Ϙ) |Fdec(Q(C, Ϙ))|

{0} |FQ(C, Ϙ)|

F(C, Ϙ[−1]) |FNull(C, Ϙ)|

{0} |FQ(C, Ϙ)|
are bicartesian squares of spectra. As the simplicial objects in the top right corner are split by Lemma 3.3.1
over 0 and (C, Ϙ), respectively, we obtain a canonical equivalence

(51) S
1 ⊗ F(C, Ϙ[−1]) ⟶ |FQ(C, Ϙ)|

and a natural bifibre sequence

FMet(C, Ϙ)
met
←←←←←←←←←←←←←←→ F(C, Ϙ) ⟶ |FQ(C, Ϙ)|.

As the right square tautologically maps to the left one, one finds that under the equivalence (51) this fibre
sequence is a rotation of the metabolic fibre sequence

F(C, Ϙ[−1]) ⟶ FMet(C, Ϙ)
met
←←←←←←←←←←←←←←→ F(C, Ϙ).

Furthermore, the functor (C, Ϙ) ↦ |FQ(C, Ϙ)| is again additive, by the same argument, so we find:

3.4.10. Corollary. The endofunctor F → |FQ−| on Funadd(Catp∞, Sp) is the internal suspension functor,

or equivalently postcomposition with the suspension functor in Sp.

3.4.11. Remark. The geometric realisation |FQ | occuring in the previous statement may be taken both
objectwise as a geometric realisation of simplicial spectra, or as a colimit in the category Funadd(Catp∞, Sp)
itself, since we noted above that the objectwise colimit (which is also the colimit in the category of all
functors Catp∞ → Sp) is already additive.

However, we warn the reader that in general |FQ(C, Ϙ)| cannot be computed levelwise via the realisation
of the simplicial spaces Ω∞−nFQ(C, Ϙ): Consider for example the functor K∶ Catp∞ → Sp extracting the
non-connectiveK-theory of the underlying stable ∞-category C. Then Ω∞|KQ(C)| ≃ Ω∞−1K(C) need not
be connected, whereas

|Ω∞
KQ(C)| ≃ |K(Q(C)idem)| ≃ |K(Q(Cidem))| ≃ Ω∞−1K(Cidem)

is always connected.
The notable exception to this discrepancy are the functors F = ℂobG for some group-like additive

G∶ Catp
∞

→ S: For these functors the colimit of FQ(C, Ϙ)∶ Δop
→ PSp (which is formed levelwise) is

automatically an Ω-spectrum, and thus also a colimit in spectra. To see this, observe that by switching the
order of the realisations we find

(|ℂobGQ(C, Ϙ)|)n = ||GQ(n)(Q(C, Ϙ[n]))|| = ℂob|GQ−|(C, Ϙ)n
and the latter terms form an Ω-spectrum by Proposition 3.4.5, so ultimately by the additivity theorem.
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Finally, we use these observations to study the effect of shifting the Poincaré structure on the C2-
equivariant spectrum F(Hyp(C)) acted on by the duality of Ϙ. This will ultimately lead to our generalisation
of Karoubi’s periodicity theorem in Corollary 4.5.5 below. To this end, recall that the composite functor

Catp
∞

→ Catex
∞

Hyp
←←←←←←←←←←←←←←←←→ Catp

∞
refines to a functorHyp∶ Catp

∞
→ Fun(BC2,Cat

p
∞
) via the action of the duality,

see Remark [I].7.4.14.

3.4.12. Definition. Given a functor F∶ Catp∞ → E define the hyperbolisation Fhyp ∶ Catp∞ → Fun(BC2,E)
of F as F◦Hyp.

3.4.13. Proposition (Naive Karoubi periodicity). There is a canonical equivalence of C2-spectra

Fhyp(C, Ϙ[−1]) ≃ S
�−1 ⊗ FHyp(C, Ϙ),

natural in the Poincaré ∞-category (C, Ϙ) and the additive functor F∶ Catp∞ → Sp. Furthermore, under

this equivalence the boundary map

Fhyp(C, Ϙ) → S
1 ⊗ Fhyp(C, Ϙ[−1])

of the metabolic fibre sequence is induced by the inclusion S0 → S� as the fixed points.

Here S� denotes the C2-spectrum equivalently described as the suspension spectrum of S� , the 1-sphere
with complex conjugation action, or the functor

BC2 = BO(1) → BO
J
←←←←←→ Pic(S) ⊆ Sp.

Proof. We recall that under the equivalence F(Met(C, Ϙ)) ≃ F(Hyp(C)) induced by can∶ Hyp(C) →

Met(C, Ϙ) the map met ∶ Met(C, Ϙ) → C identifies with hyp ∶ Hyp(C) → (C, Ϙ). Using the metabolic
Poincaré-Verdier sequence we may therefore identify S1 ⊗ Fhyp(C, Ϙ[−1]) with the cofibre of the map

Fhyp∶ Fhyp(Hyp(C)) ⟶ Fhyp(C, Ϙ).

Now there is a the natural equivalence

Hyp(Hyp(C)) ≃ Hyp(C × Cop) ≃ Hyp(C)⊗ C2

which translates the action of DϘ on the left into the flip action on the right, see Remark [I].7.4.15. We may
then identify the map Fhyp with the map

F(Hyp(C))⊗ C2 ⟶ F(Hyp(C))

obtained from the map C2 →∗ of C2-spaces, whose cofibre is S� . We therefore obtain a natural equivalence

S
1 ⊗ Fhyp(C, Ϙ[−1]) ≃ S

� ⊗ Fhyp(C, Ϙ)

which is the claim. �

3.5. Bordism invariant functors. In the next two subsections, we will introduce the notion of a bordism
invariant functor out ofCatp∞, the main examples being various flavours of L-theory. We will then show that
each additive functor F∶ Catp∞ → S admits an initial bordism invariant functor Fbord equipped with a map
F → Fbord, the bordification of F, and show that any group-like F can then be described in terms of this
bordification and the hyperbolisationFhyp = F◦Hyp from the previous section. This yields a version of our
Theorem Main Theorem, first part, for arbitrary additive functors in Corollary 3.6.7; it will be specialised
to F = Pn in section 4.

To get started recall the notion of a cobordism between Poincaré functors from Definition 3.1.1: It is a
Poincaré functor (C, Ϙ) → Q1(C

′, Ϙ′) projecting correctly to the endpoints of Q1.

3.5.1. Definition. A Poincaré functor (F , �)∶ (C, Ϙ) → (C′, Ϙ′) is called a bordism equivalence if there exists
a Poincaré functor (G, #)∶ (C′, Ϙ′) → (C, Ϙ) such that the composites (F , �)◦(G, �) and (G, �)◦(F , �) are
cobordant to the respective identities.

3.5.2. Example. Let (C, Ϙ) be a Poincaré ∞-category and L ⊆ C an isotropic subcategory (see Defini-
tion 3.2.1). Then the inclusion Hlgy(L) ⊆ (C, Ϙ) of the homology ∞-category is a bordism equivalence.
This follows directly from Construction 3.2.11.
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3.5.3. Definition. Given a category with finite products E, we say that an additive functor F∶ Catp∞ → E

is bordism invariant if it sends bordism equivalences of Poincaré ∞-categories to equivalences in E. We
shall denote by Funbord(Catp∞,E) the full subcategory of Funadd(Catp∞,E) spanned by the bordism invariant
functors

In particular, such a functor vanishes on all metabolic Poincaré ∞-categories, i.e. those that admit a
Lagrangian. For (group-like) additive functors, and these are the only ones we will investigate in any detail
here, the converse holds as well:

3.5.4. Lemma. Let F∶ Catp∞ → E be a group-like additive functor. Then the following are equivalent:

i) F is bordism invariant.

ii) F takes the degeneracy map s∶ (C, Ϙ) → Q1(C, Ϙ) to an equivalence for every Poincaré ∞-category

(C, Ϙ).
iii) F vanishes on all metabolic Poincaré ∞-categories.

iv) F(Met(C, Ϙ)) ≃∗ for any Poincaré ∞-category (C, Ϙ).
v) F(Hyp(C)) ≃∗ for any stable ∞-category C.

Proof. The functors in ii) are bordism equivalences (essentially by definition) so i) ⇒ ii) and it follows im-
mediately from Corollary 3.1.3 that ii) ⇒ iv). By Example 3.5.2 all metabolic categories are bordism equiv-
alent to 0, so i) ⇒ iii) and since Met(C, Ϙ) really is metabolic, we have iii) ⇒ iv). To obtain iv) ⇒ v) observe
that FHyp(C) is a retract of FHyp(C× Cop), which by Corollary 3.1.4 is equivalent to FMet(Hyp(C)) ≃∗.
Finally, by Proposition 3.1.7, if F vanishes on hyperbolics, then cobordant Poincaré functors induce homo-
topic maps after applying F, and so F is bordism invariant giving v) ⇒ i). �

3.5.5. Example. The L-theory space provides a bordism invariant functor L∶ Catp∞ → S. The fact that it
is invariant under bordism equivalences can be seen by direct analysis of its homotopy groups: In degree n
they are given by bordism classes of Poincaré objects in (C, Ϙ[−n]), see [Lur11, Lecture 7, Theorem 9] for a
proof in the present language. Thus by definition the two maps d0, d1 ∶ L(Q1(C, Ϙ)) → L(C, Ϙ) induce the
same map on L-groups. Consequently, so do any two cobordant functors and thus bordism equivalences
induce inverse isomorphisms on L-groups, compare §[I].2.3. The same statements apply to the L-theory
spectrum. We will discuss this example, and additivity of both functors L and L, in §4.4.

To discuss the second important example, recall from Definition 3.4.12, the hyperbolisationFhyp(C, Ϙ) =

F(Hyp(C)) taking values in the category SphC2 = Fun(BC2, Sp) of C2-spectra via the action of the duality
DϘ on Hyp(C).

3.5.6. Example. Given an additive functor F∶ Catp∞ → Sp the Tate construction (−)tC2 ∶ SphC2 → Sp

produces a functor (Fhyp)tC2 ∶ Catp∞ → Sp which is bordism invariant; to see this, we invoke the natural
equivalence

(52) Hyp(Hyp(C)) ⟶ Hyp(C)⊗ C2

from [I].7.4.15 again, which shows that Fhyp(Hyp(C)) is an induced C2-spectrum. It then follows that for
every stable ∞-category C we have (Fhyp)tC2 Hyp(C) ≃ 0, since the Tate construction generally vanishes
on induced C2-spectra.

Let us also record for later use:

3.5.7. Lemma. If F∶ Catp∞ → E is arbitrary and G∶ Catp∞ → E is bordism-invariant, then the spaces

Nat(Fhyp,G),Nat(F
hyp

hC2
,G),Nat(G,Fhyp), and Nat(G, (Fhyp)hC2) are contractible (assuming E admits suffi-

cient (co)limits to form the homotopy orbits and fixed points appearing).

Proof. SinceHyp∶ Catex∞ → Catp∞ is both left and right adjoint to the forgetful functor by Corollary [I].7.2.20,

it follows that the composite Catp∞
fgt
→ Catex∞

Hyp
→ Catp∞ is both left and right adjoint to itself and hence the

association F ↦ Fhyp is both left and right adjoint to itself. Since Ghyp ≃∗ for any bordism invariant functor
it follows that the mapping space from Fhyp to and from any bordism invariant functor is trivial.

The computations

Nat(F
hyp

hC2
,G) ≃ Nat(Fhyp,G)hC2 ≃∗ and Nat(G, (Fhyp)hC2) ≃ Nat(G,Fhyp)hC2 ≃∗
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gives the second claim. �

For the next statement recall the metabolic Poincaré-Verdier sequence

(C, Ϙ[−1]) ⟶ Met(C, Ϙ) ⟶ (C, Ϙ)

from Example 1.2.5.

3.5.8. Proposition. Suppose that F∶ Catp∞ → E is a bordism invariant functor. Then the natural map

ΩF(C, Ϙ) ⟶ F(C, Ϙ[−1])

arising from the metabolic Poincaré-Verdier sequence is an equivalence. In particular, F is automatically

group-like.

If E is stable then the converse holds in the sense that an additive functor F∶ Catp
∞

→ E is bordism

invariant if and only if this map is an equivalence for all Poincaré ∞-categories (C, Ϙ).

In particular, we find �iF(C, Ϙ) = �0F(C, Ϙ
[−i]) for every space or spectrum valued bordism invariant

functor. Furthermore, by Corollary 3.1.8 the inversion map on F(C, Ϙ) is induced by the Poincaré functor
(idC,−idϘ).

Proof. By Lemma 3.5.4, F is bordism invariant if and only if FMet(C, Ϙ) ≃∗ for all Poincaré ∞-categories
(C, Ϙ), from which we obtain a fibre sequence

F(C, Ϙ[−1]) ⟶∗⟶ F(C, Ϙ)

which gives the first claim. Conversely, if E is stable, then the map in question being an equivalence implies
that FMet(C, Ϙ) vanishes for every Poincaré ∞-category. �

In particular, bordism invariant functors can be delooped simply by shifting the Poincaré structure, i.e.
by considering [

F(C, Ϙ),F(C, Ϙ[1]),F(C, Ϙ[2]),…
]

with the structure maps provided by the Proposition 3.5.8. We next show that this delooping agrees with
that from the previous section. In fact, we have as the main result of this subsection:

3.5.9. Theorem. The forgetful functor

Funbord(Catp
∞
, Sp) ⟶ Funbord(Catp

∞
, S),

i.e. postcomposition with Ω∞, is an equivalence with inverse

F ⟼ ℂobF.

In particular, any additive bordism invariant functor F∶ Catp∞ → S admits an essentially unique lift to

another such functor Catp∞ → Sp.

The same is not true for arbitrary group-like additive F∶ Catp∞ → S as the examples

(C, Ϙ) ⟼ K(Cidem) and K(C),

which have equivalent infinite loopspaces, show.
For the proof we need:

3.5.10. Remark. IfF∶ Catp∞ → S is additive and bordism invariant, then so is |CobF|. This follows straight
from the definitions, as a cobordism of Poincaré functors (C, Ϙ) → Q1(C

′, Ϙ′), induces one

Qn(C, Ϙ) → Qn(Q1(C
′, Ϙ′)) ≅ Q1(Qn(C

′, Ϙ′))

so a bordism equivalence (C, Ϙ) → (C′, Ϙ′) gives an equivalence of simplicial objectsFQ(C, Ϙ) → FQ(C′, Ϙ′),
and thus an equivalence on realisations.
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Proof of Theorem 3.5.9. That the essential image of Ω∞ is contained in the bordism invariant functors is
clear. If now F∶ Catp∞ → S is bordism invariant, then so is ℂobF ∶ Catp∞ → Sp: By Proposition 3.5.8
F is group-like, so by Proposition 3.4.5 ℂobF takes values in spectra and is additive. To check bordism
invariance it suffices, by induction and the equivalences

Ω∞−n
ℂobF ≃ |CobFn | ≃ |Cob|CobF|

n−1
|

to show that |CobF| is again bordism invariant, which we did above. Thus the adjunction between Ω∞ and
ℂob restricts as claimed and Ω∞ is essentially surjective.

Finally, to obtain full faithfulness of Ω∞, we check that the counit c∶ ℂobΩ
∞F(C, Ϙ) ⇒ F(C, Ϙ) is an

equivalence for every bordism invariant F∶ Catp∞ → Sp and Poincaré ∞-category (C, Ϙ). By Proposi-
tion 3.4.5 Ω∞c is an equivalence for all (C, Ϙ), but as both domain and target of c are bordism invari-
ant functors Proposition 3.5.8 then implies, that Ω∞−nc is an equivalence for all n ≥ 0, which gives the
claim. �

3.6. The bordification of an additive functor. In this subsection we will establish the following theorem
and deduce a formal version of our Theorem Main Theorem in Corollary 3.6.7.

3.6.1. Theorem. The inclusions

Funbord(Catp∞, Sp) ⊆ Funadd(Catp∞, Sp) and Funbord(Catp∞, S) ⊆ Funadd(Catp∞, S)

of the bordism invariant into all additive functors admit left and right adjoints.

3.6.2. Definition. We will refer to these left adjoint functors as bordification and denote their values on an
additive functor F∶ Catp∞ → Sp or F∶ Catp∞ → S by Fbord. The right adjoint we shall call cobordification

and denote it by (−)cbord.

The existence of the left adjoints, Theorem 3.5.9 and Corollary 3.4.6 may be summarised by the following
commutative square of forgetful functors and their dotted left adjoints, whose left hand vertical arrows are
inverse equivalences, as follows:

Funbord(Catp∞, Sp) Funadd(Catp∞, Sp)

Funbord(Catp∞, S) Funadd(Catp∞, S)

(−)bord

ℂob ℂob◦(−)grp

(−)bord

Thus the existence of the upper horizontal adjoint implies the existence of the lower one, or more precisely
for F∶ Catp∞ → S additive we have

Fbord ≃ Ω∞((ℂobF
grp
)bord).

Similarly, we find
Fcbord ≃ Ω∞((ℂobF

×
)cbord),

where F× denotes the pointwise units of F: For G bordism invariant one computes

Nat(G,Ω∞((ℂobF
×
)cbord) ≃ Nat(ℂobG, (ℂobF

×
)cbord)

≃ Nat(ℂobG,ℂobF
×
)

≃ Nat(G,F×)

≃ Nat(G,F)

where the first and third identity follow from Corollary 3.4.6. In particular, the (co)bordifications at the
spectrum level determine those at the space level, so we will restrict attention to the case of functors taking
values in spectra in this section.

3.6.3. Remark. Comparing universal properties it is easy to see that for additive F∶ Catp∞ → Sp we have

Ω∞(Fcbord) ≃ (Ω∞F)cbord
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and consequently Fcbord ≃ ℂob(Ω
∞F)cbord by Theorem 3.5.9, we explicitly warn the reader that generally

neither of the analogous assertions hold true for bordifications instead of cobordifications (unless F =

ℂobG).
The distinction will play a major role in our discussion of Karoubi localising invariants in §[IV].2.2; a

concrete counter-example is the Karoubi-Grothendieck-Witt functor GW ∶ Catp∞ → Sp discussed there.

We will give three distinct formulae for the spectral bordification functor in Proposition 3.6.6, Corol-
lary 3.6.13 and Corollary 3.6.19, and it really is the comparison between these that is most relevant for our
work. While this comparison can be established by direct calculations, that route does not lead to shorter
arguments and the present framework allows for a more conceptual intrepretation, see 3.6.8. Along the way
we will also establish the cobordification in Proposition3.6.6.

Before getting started, we can already record the following special cases:

3.6.4. Lemma. Let F∶ Catp∞ → Sp be additive. Then we have (Fhyp)bord ≃ 0 and (F
hyp

hC2
)bord ≃ 0, whereas

the natural map (Fhyp)hC2 ⇒ (Fhyp)tC2 descends to an equivalence

((Fhyp)hC2)bord ≃ (Fhyp)tC2 .

Dually, (Fhyp)cbord ≃ 0, ((Fhyp)hC2)cbord ≃ 0 and (F
hyp

hC2
)cbord ≃ S−1 ⊗ (Fhyp)tC2 .

To interpret the statement one can either assume the existence of a (co)bordification functor already (the
present lemma will not enter the proof of existence below), or better one can simply interpret the definition
of (co)bordifications as a pointwise statement about left and right adjoint objects. In this case the present
lemma, in particular, provides the existence of (co)bordifications for the functors Fhyp, Fhyp

hC2
and (Fhyp)hC2 .

Proof. The first two statements are immediate from Lemma 3.5.7. But then consider the cofibre sequence

F
hyp

hC2
⟶ (Fhyp)hC2 ⟶ (Fhyp)tC2 .

For some bordism invariant G, it induces a fibre sequence

Nat((Fhyp)tC2 ,G) ⟶ Nat((Fhyp)hC2 ,G) ⟶ Nat(F
hyp

hC2
,G)

But the right hand term vanishes by Lemma 3.5.7, whereas (Fhyp)tC2 is already bordism invariant by Ex-
ample 3.5.6. The claim follows. The claims about cobordifications are dual. �

Recall from Corollary [I].7.4.18 that the hyperbolic and forgetful maps refine to C2-equivariant maps

Hyp(C) ⟶ (C, Ϙ) ⟶ Hyp(C),

where (C, Ϙ) is considered with the trivial C2-action. It then follows that the induced natural maps

(53) Fhyp
⟶ F ⟶ Fhyp

refine to maps of the form

(54) F
hyp

hC2
⟶ F ⟶ (Fhyp)hC2 .

As part of [I].7.4.18 we also showed that the composite of these two maps coincides with the norm map
F
hyp

hC2
→ (Fhyp)hC2 associated to the C2-action on Fhyp.

3.6.5. Example. IfF∶ Catex∞ → Sp is additive, then the (co)bordification of the compositeCatp∞ → Catex∞ →

Sp vanishes: In this case the C2-spectrum Fhyp(C, Ϙ) itself is (co)induced from F(C), whence the maps
Fhyp(C, Ϙ)hC2

→ F(C) → Fhyp(C, Ϙ)hC2 are equivalences. This implies for example that the bordifications
of Cr,K,K,THH,TC and similar functors all vanish.

Expressed differently, (co)bordification is a genuinely hermitian concept that has no classical counterpart.

Either from 3.6.4 or 3.5.7 we find
Nat(F

hyp

hC2
,G) ≃∗

if G is bordism invariant. In particular, assuming the existence of a bordification, there must be a sequence

(55) F
hyp

hC2
⟶ F ⟶ Fbord
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whose composition admits an essentially unique null-homotopy. There is a universal way to produce such
a sequence:

3.6.6. Proposition. Consider the functor Φ∶ Funadd(Catp∞, Sp) → Funadd(Catp∞, Sp) given by the formula

ΦF = cof(F
hyp

hC2
⟶ F).

Then the canonical transformations F ⇒ ΦF exhibit Φ as a bordification. Dually, f ib(F → (Fhyp)hC2) is a

cobordification of F.

Proof. Let F be an additive functor. We first verify that ΦF is bordism invariant. By lemma 3.5.4 we need
to check that ΦF(Hyp(C)) ≃ 0, or, equivalently, that the canonical transformation

(56) F
Hyp

hC2
(Hyp(C)) ⟶ F(Hyp(C))

is an equivalence. Indeed, by the equivalence (52) we can identify (56) with a map of the form

(57) [F(Hyp(C))⊗ C2)]hC2
⟶ F(Hyp(C)).

It will therefore suffice to check that the pre-composition of (57) with the equivalence F(Hyp(C)) →

[F(Hyp(C)) ⊗ C2)]hC2
given by the inclusion of a component is an equivalence; by direct inspection it

is the identity.
Now suppose that G is any bordism invariant functor. We need to show that the induced map

Nat(ΦF,G) ⟶ Nat(F,G)

is an equivalence. Indeed, by construction we have a fibre sequence

Nat(ΦF,G) ⟶ Nat(F,G) ⟶ Nat((FHyp)hC2
,G)

and Nat((FHyp)hC2
,G) ≃∗ by Lemma 3.5.7.

The argument for the final statement is entirely dual. �

Applying bordification to the natural map F → (Fhyp)hC2 and using Lemma 3.6.4 we find an abstract
version of our main result, the fundamental fibre square:

3.6.7. Corollary. For every additive functor F∶ Catp∞ → Sp and Poincaré ∞-category (C, Ϙ) there is a

fibre sequence

F
hyp

hC2
(C, Ϙ)

hyp
←←←←←←←←←←←←←←→ F(C, Ϙ)

bord
←←←←←←←←←←←←←←←←←→ Fbord(C, Ϙ),

which canonically extends to a bicartesian square

F(C, Ϙ) Fbord(C, Ϙ)

(Fhyp)hC2(C, Ϙ) (Fhyp)tC2(C, Ϙ).

Proof. It suffices to check that the induced map on horizontal fibres is an equivalence. But both of these
are given by F

hyp

hC2
and the induced map is necessarily the identity by Lemma 3.5.7 �

This result can be recast more abstractly as follows:

3.6.8. Proposition. The diagram

Funbord(Catp∞, Sp) Funadd(Catp∞, Sp) Funadd(Catex∞, Sp)
hC2 ,

cbord

bord

⟂
⟂

(−◦fgt)hC2

(−◦fgt)hC2

⟂
⟂

where the right unlabelled map is pullback along Hyp∶ (Catex∞)hC2
→ Catp∞, consitutes a stable recolle-

ment, whose associated Tate square is precisely the fundamental fibre square from the previous corol-

lary. The images of the left and right adjoints on the right hand side consist of those additive functors

F∶ Catp∞ → Sp such that

F
hyp

hC2
⟶ F or F ⟶ (Fhyp)hC2
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is an equivalence, respectively.

For the notion of stable recollements and their associated Tate squares see §A.2, particularly Definition
A.2.9 and the discussion thereafter.

One might call functors satisfying the properties characterising the essential images above left and right

hyperbolic, whence we find that Fhyp

hC2
→ F is the terminal approximation to F by a left hyperbolic, and

F → (Fhyp)hC2 is the initial approximation by a right hyperbolic functor.

Proof. Recall from the discussion above (or see [I].7.4.18) that the functor

Hyp∶ Catex∞ → Catp∞

is a both sided adjoint to fgt ∶ Catp∞ → Catex∞ and that this adjunction is equivariant for the trivial action of
C2 on Catp∞ and the opponing action on Catex∞ (i.e. it is a relative adjunction over BC2). It follows formally,
that

Nat((F◦fgt)hC2
,G) ≃ Nat((F◦fgt),G)hC2 ≃ Nat(F,G◦Hyp)hC2

and similarly Nat(G, (F◦fgt)hC2) ≃ Nat(G◦Hyp,F)hC2 , so that we obtain the right hand adjunctions. Un-
winding definitions one finds that in the former case the counit evaluated at some stable ∞-category C is
the canonical equivalence

F(C) ⟶ (C2 ⊗ F(C))hC2

since the inclusion F(C) → F(C) ⊕ F(Cop) ⟶ fgt(Hyp(C)) gives rise to an equivalence C2 ⊗ F(C) ≃

F(fgt(Hyp(C))) by direct inspection. Thus (−)hyp ∶ Funadd(Catp∞, Sp) → Funadd(Catex∞, Sp)
hC2 has a fully

faithful adjoint, and is therefore a split Verdier projection. Its kernel is precisely Funbord(Catp∞, Sp) by
Lemma 3.5.4, whence Proposition A.2.10 and the discussion thereafter give the recollement.

The claim about the Tate square is true by construction, and the conditions given in the final statement
unwind to the counit and unit being equivalences, respectively, which characterise the essential images by
the triangle identities. �

The construction of (co)bordifications via the hyperbolisation map F
hyp

hC2
→ F or forgetful map F →

(Fhyp)hC2 discussed so far are, however, not very suitable for computations of Fbord or Fcbord. Therefore we
present two more formulae for the bordification, both of which we put to use in the next section. To verify
that these really give bordifications we employ the following criterion:

3.6.9. Lemma. Suppose that B∶ Funadd(Catp∞, Sp) → Funadd(Catp∞, Sp) is a functor equipped with a nat-

ural transformation � ∶ id ⇒ B. Suppose the following conditions hold:

i) B commutes with colimits;

ii) if F is bordism invariant then �F ∶ F ⇒ BF is an equivalence;

iii) B(Fhyp) ≃ 0 for every additive F∶ Catp∞ → Sp.

Then � exhibits B as a bordification functor.

Let us explicitly point out that we do not assume a priori thatB takes values in bordism invariant functors.
The price is that we have to invest that we already know that there exists a bordification functor into the
proof. Direct arguments are also certainly possible, but slightly more cumbersome.

Proof. Let F∶ Catp
∞

→ Sp be an additive functor. Applying B to the fibre sequence F
hyp

hC2
→ F → Fbord

from Corollary 3.6.7 yields a commutative rectangle

(58)

F
hyp

hC2
F Fbord

B(F
hyp

hC2
) BF B(Fbord)

in which both rows are bifibre sequences and the vertical maps are all the respective components of �. By
definition,Fbord is bordism invariant and hence by property ii) we get that the right most vertical map in (58)
is an equivalence. This implies that the left square is bicartesian. On the other hand, by properties i) and iii)
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the lower left corner of (58) is equivalent to 0, hence the lower right map is an equivalence as well. The
right hand square thus exhibits B as equivalent to bord under the identity of Funadd(Catp∞, Sp). �

Our second formula for bordification is modelled on the classical definition of L-theory spectra via ad-
spaces. Its starting point is the �-construction: For [n] ∈ Δ we denote by Tn = P0([n])

op the opposite of
the poset of nonempty subsets of [n]. We observe that Tn depends functorially on [n] ∈ Δ, giving rise to a
simplicial category �(C, Ϙ): Given a Poincaré ∞-category (C, Ϙ) denote

�n(C, Ϙ) = (Fun(Tn,C), Ϙ
Tn)

the cotensor of (C, Ϙ) by Tn. Since Tn is the reverse face poset of Δn we find from Proposition [I].6.6.1
that the hermitian ∞-categories �nC are Poincaré for every [n] ∈ Δ and from Proposition [I].6.6.2 that the
hermitian functor�∗ ∶ �nC → �mC is Poincaré for every � ∶ [m] → [n] inΔ. We may hence consider �(C, Ϙ)
as a simplicial object in Catp∞.

3.6.10. Definition. Let E be an ∞-category with sifted colimits. Given a functor F ∶ Catp∞ → E we denote
by adF ∶ Catp

∞
→ E the functor given by

adF(C, Ϙ) = |F�(C, Ϙ)|.
Using the functoriality of the cotensor construction we may promote the association F ↦ adF to a

functor

(59) ad ∶ Fun(Catp∞,E) ⟶ Fun(Catp∞,E).

The inclusion of vertices then equips ad with a natural transformation bF ∶ F → adF.
In this section we consider the ad-construction only in the case when E = Sp, as this entails great

simplifications (though the case E = S is fundamental for the discussion of L-theory in §4.4). The key
is that for stable E the collection of additive functors from Catp

∞
to E is closed under colimits inside the

category of all functors. Since in addition, the functor �n ∶ Catp∞ → Catp∞ preserves split Poincaré-Verdier
sequences by Proposition 1.4.15 it follows that adF is additive whenever F ∶ Catp∞ → Sp is.

In particular, we may consider ad as a functor

(60) ad∶ Funadd(Catp∞, Sp) ⟶ Funadd(Catp∞, Sp).

3.6.11. Remark. The analogous statement with target category S requires an additivity theorem for the �-
construction. Lurie showed in [Lur11, Lecture 8, Corollary 9] (see Theorem 4.4.2) that L = ad(Pn) is even
Verdier-localising, generalising results of Ranicki in more classical language, see e.g. [Ran92, Proposition
13.11].

We now set out to show:

3.6.12. Proposition. Let F∶ Catp∞ → Sp be an additive functor. Then

i) if F is bordism invariant then the map bF ∶ F ⇒ adF is an equivalence.

ii) ad(Fhyp) ≃∗.

Combining this with Lemma 3.6.9 and the fact that ad evidently commutes with colimits we obtain:

3.6.13. Corollary. The natural transformation b exhibits ad as a bordification functor.

For the proof of Proposition 3.6.12, we denote byP([n]) the full power set of [n] and endowFun(P([n])op,C)
with the hermitian structure Ϙtf that sends a cubical diagram'∶ P([n])op → C to the total fibre of Ϙ[1]◦'op;
through the isomorphism

P([n])op ≅
∏n

i=0
[1]

the hermitian ∞-category (Fun(P([n])op,C), Ϙtf ) is equivalent to Met(n+1)(C, Ϙ[1]), but in the form given it
is clear that it assembles into a functor Cath∞ → sCath∞. Through the identification as an iterated metabolic
object, it is, however, easy to check that it restricts to Catp∞ → sCatp∞.

3.6.14. Lemma. The sequence

(61) �n(C, Ϙ) ⟶ (Fun(P([n])op,C), Ϙtf )
ev∅
←←←←←←←←←←←←←→ (C, Ϙ[1])
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is a Poincaré-Verdier sequence for all Poincaré ∞-categories (C, Ϙ) and n ∈ ℕ. Furthermore, there are

equivalences

Fun(P([−])op,Ar(C)), Ϙtfmet) ≃ dec(Fun(P([−])op,C), Ϙtf ) ≃ Met(Fun(P([−])op,C), Ϙtf )

of simplicial Poincaré ∞-categories.

Note that the left term in the second display is just Fun(P([−])op,D),Φtf ) for (D,Φ) = Met(C, Ϙ).

Proof. The map ev∅ is given by evaluation of the cubical diagram ' at ∅, together with the canonical
projection of hermitian functors. Under the equivalence of the middle term with Met(n+1)(C, Ϙ[1]), the
second map is the (n+1)-fold iteration of the map met ∶ Met(C, Ϙ[1]) → (C, Ϙ[1]); thus it is a split Poincaré-
Verdier projection. Its kernel is equivalent to the first term by restriction along Tn = P0([n])

op ⊂ P([n])op

and the equivalence
lim

∅≠A⊆[n]
Ϙ◦'op(A) ≃ f ib

(
0 ⟶ lim

∅≠A⊆[n]
Ϙ
[1]
◦'op(A)

)
,

since for ' ∈ ker(ev∅) the second term is equivalent to the total fibre of Ϙ[1]◦'op.
For the second claim note that commuting limits and functor categories gives equivalences

Fun(P([−])op,Ar(C)), Ϙtfmet) ≃ Fun(P([−])op × Δ1,C), Ϙtf ) ≃ Met(Fun(P([−])op,C), Ϙtf )

and the middle term is the requisite décalage by inspection. �

Proof of Proposition 3.6.12. If F is bordism invariant, then it vanishes on the middle term of (61) (which is
an iterated metabolic construction); we conclude that the left term becomes constant in n, after application
of F. This shows i).

To show ii) we note that for a Poincaré ∞-category (C, Ϙ)

Fhyp (Fun(P[−],C)) = F (Hyp(Fun(P[−],C))) ≃ F
(
Met(Fun(P[−],C), Ϙtf)

)

by 3.1.4. But this is the décalage of F(Fun(P[−],C), Ϙtf) by Lemma 3.6.14 with augmentation induced by
ev∅. Interpreting this map as a map of split simplicial objects, we conclude that its fibre Fhyp(�n(C, Ϙ)) is
split over 0, and therefore has contractible realisation. �

3.6.15. Remark. To see that F�(C, Ϙ) is a constant simplicial space if F is bordism invariant, one can al-
ternatively observe that the degeneracy maps (C, Ϙ) = �0(C, Ϙ) → �n(C, Ϙ) is the inclusion of the homology
category Hlgy(L+

n ) for the following isotropic subcategory L+
n ⊆ �n(C, Ϙ): Let T0

n ⊆ Tn be the subposet
spanned by thoseS ⊆ [n]which contain 0 andM+

n ⊆ Fun(Tn,C) be the full subcategory spanned by those di-
agrams'∶ Tn → Cwhich are left Kan extensions of their restriction to T0

n , i.e. such that'(S∪{0}) → '(S)
is an equivalence for every S ⊆ {1, ..., n}. Then L+

n ⊆M+
n may be taken to consist of those diagrams which

additionally satisfy '({0}) ≃ 0.
One readily checks that for ' ∈ M+

n there is an equivalence

Ϙ
Tn(') ≃ Ϙ('(0)),

so L+
n really is isotropic. Furthermore, (L+

n )
⟂ = M−

n and D
ϘTn

(L+
n )

⟂ = M+
n , where M−

n ⊆ Fun(Tn,C) is
the full subcategory spanned by those diagrams '∶ Tn → C whose restriction to T0

n is constant.
Thus Hlgy(L+

n ) ≃ M+
n ∩M−

n consists precisely of the constant diagrams as desired.

Weiss and Williams in [WW98, Lemma 9.3] give a direct verification that ad(K) ≃ 0, and their proof im-
mediately generalises to give a different argument for the vanishing of bordifications of all additive functors
of the form Catp∞ → Catex∞ → Sp. To use the bordification procedure ad directly in other circumstances,
however, one would have to investigate the effect of the �-construction on an arbitrary additive functor
F∶ Catp

∞
→ S. In particular, one would have to provide an additivity theorem in this generality, to obtain a

handle on the geometric realisation occuring in the ad-construction (essentially for the reasons spelled out
in Remark 3.4.11). As mentioned in Remark 3.6.11, such a statement was worked out in the case F = Pn by
Lurie (see [Lur11, Lecture 8, Corollary 9]) and we will refrain from exhibiting further details in the present
paper.

Instead, we present a third bordification procedure, that is more in line with the methods developed here.
It is obtained by iterating the boundary map F(C, Ϙ) → S1 ⊗ F(C, Ϙ[−1]) of the metabolic fibre sequence.
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3.6.16. Definition. Let F ∶ Catp∞ → Sp be an additive functor. We define its stabilisation stabF by the
formula

(stabF)(C, Ϙ) = colim(F(C, Ϙ) ⟶ S
1 ⊗ F(C, Ϙ[−1]) ⟶ S

2 ⊗ F(C, Ϙ[−2]) ⟶ …),

with structure maps the shifts of the boundary map for F, and we denote by

�∞
F

∶ F ⟶ stabF

the arising natural transformation.

Recall from the discussion preceding Corollary 3.4.10, that the boundary mapF(C, Ϙ) ⟶ S1⊗F(C, Ϙ[−1])
of the metabolic fibre sequence

F(C, Ϙ[−1]) ⟶ F(Met(C, Ϙ))
met
←←←←←←←←←←←←←←→ F(C, Ϙ)

is also modelled by the inclusion of vertices

�F ∶ F(C, Ϙ) ⟶ |FQ(C, Ϙ)|.
So we equally well find, that

stabF(C, Ϙ) ≃ colim(F(C, Ϙ)
�F
←←←←←←←←←←←←→ |FQ(C, Ϙ)| |�F Q |

←←←←←←←←←←←←←←←←←←←←←←←←←←→ |FQ(2)(C, Ϙ)| ⟶ …),

arises from another iteration of the Q-construction.

3.6.17. Remark. Again, there is another equally sensible choice for the structure maps in the colimit system
in Definition 3.6.16, namely the boundary maps for the functors Si ⊗ F(−[−i]). These translate to �|FQ(i) |
under the equivalence described above, and thus differ from the ones we choose to employ by a sign (−1)i,
compare Remark 3.4.4. Therefore, the choice has no effect on the colimit stabF.

3.6.18. Proposition. Let F ∶ Catp∞ → Sp be an additive functor. Then

i) if F is bordism invariant then the map �∞
F

∶ F → stabF is an equivalence.

ii) stab(Fhyp) ≃ 0.

Proof. Property i) follows immediately from Corollary 3.5.8. To prove ii) it will suffice to show that for
any additive F ∶ Catp∞ → Sp and any stable ∞-category C the boundary map

F(Hyp(C)) ⟶ S
1 ⊗ F(Hyp(C)[−1])

is null-homotopic. But this follows immediately from the metabolic functormet ∶ Met(Hyp(C)) → Hyp(C)

being split by Corollary [I].2.4.9. �

Since stab evidently commutes with colimits and preserves additivity, we can apply Lemma 3.6.9 and
obtain:

3.6.19. Corollary. The transformation �∞ exhibits stab as a bordification.

The filtration provided by the arising equivalence

Fbord(C, Ϙ) = colim
d

S
d ⊗ F(C, Ϙ[−d])

allows us to access the homotopy groups of the bordification of a space-valued F:

3.6.20. Corollary. For every space valued additive F∶ Catp∞ → S the structure maps in the colimit of

Definition 3.6.16 induce isomorphisms

�i(ℂob
F)bord(C, Ϙ) ≅ �0|CobF(C, Ϙ[−(i+1)])|,

for all i ∈ ℤ. In particular, the induced maps

�iℂob
F(C, Ϙ) ⟶ �iF

bord(C, Ϙ)

are isomorphisms for i < 0 and for i = 0 become the canonical projection under the identification Theo-

rem 3.1.9 of the source.

In other words, the group �i(ℂob
F)bord(C, Ϙ) is the F-based cobordism group of (C, Ϙ[−i]). In fact, the

proof will show that the colimit description for Fbord(C, Ϙ) stabilises on �i after step i.
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Proof. By Proposition 3.5.8 we need only consider the case i = −1 to obtain the first statement and we
may, furthermore, assume F group-like since both sides of the claimed isomorphism only depend on Fgrp

(see Corollary 3.3.7 for the right hand side). But then by Corollary 3.4.8 the spectra ℂobF Met(C, Ϙ) are
connective so all maps in the colimit sequence

Fbord(C, Ϙ) = colim(ℂobF(C, Ϙ) ⟶ S
1 ⊗ ℂobF(C, Ϙ[−1]) ⟶ S

2 ⊗ ℂobF(C, Ϙ[−2]) ⟶ …),

induce isomorphisms on �−1, as their fibres are given by Sk⊗F(Met(C, Ϙ[−k])). We conclude using Propo-
sition 3.4.7. The claim about the induced map in �0 follows from Proposition 3.1.10 by unwinding defini-
tions. �

3.6.21. Remark. i) For a general additiveF∶ Catp∞ → Spwe do not know how to compute the homotopy
groups of Fbord(C, Ϙ) in terms of those of F(C, Ϙ). For i ≥ 0 the tautological map

�iF(C, Ϙ) ⟶ �iF
bord(C, Ϙ)

factors canonically as

�iF(C, Ϙ) ⟶ �i((Ω
∞F)bord(C, Ϙ)) ⟶ �iF

bord(C, Ϙ),

and we already noted in Remark 3.6.3 that the right hand map is not an equivalence in general.

ii) One can also check that

lim(…S
−2 ⊗ F(C, Ϙ[2]) ⟶ S

−1 ⊗ F(C, Ϙ[1]) ⟶ F(C, Ϙ))

is a cobordification of F, but since this limit does not stablilise it is not nearly as useful as the equiva-
lence Fbord ≃ stab(F).

Finally, let us mention that one can also use the stab-construction and naive Karoubi periodicty to provide
another proof of Corollary 3.6.7 (without even investing that stab is a bordification). We can in fact show
directly, that there is a bicartesian square

F stabF

(Fhyp)hC2 (Fhyp)tC2

�∞
F

as follows: Consider the natural transformation F ⇒ (Fhyp)hC2 for any additive F∶ Catp∞ → Sp and apply
stab. Using naive Karoubi periodicity Proposition 3.4.13 we find

stab((Fhyp)hC2)(C, Ϙ) ≃ colim
d

S
d ⊗ Fhyp(C, Ϙ[−d])hC2 ≃ colim

d

(
S
d� ⊗ Fhyp(C, Ϙ)

)hC2

with the structure maps in the final colimit induced by the inclusions S → S� as fixed points. But for any
C2-spectrum there is a canonical equivalence

colim
d

(Sd� ⊗X)hC2 ≃ X tC2 ,

in fact, this is essentially the classical definition of Tate spectra, say in [GM95]; to obtain it from the
definition as the cofibre of the norm, note that the analogous colimit for the homotopy orbit spectra vanishes,
since then the colimit can be permuted into the orbits and colimd S

d�⊗X ≃ 0: The colimit is formed along
maps S → S� , which are (non-equivariantly!) null-homotopic. This produces the Tate square above. To
see that it is bicartesian, note that by construction stab preserves cofibre sequences. Now the cofibre of F ⇒

(Fhyp)hC2 is easily checked to vanish on hyperbolic categories, so it is bordism invariant by Lemma 3.5.4.
Thus by Proposition 3.6.18 �∞

F
induces an equivalence on vertical cofibres of the Tate square. It is therefore

cocartesian.
From the fact that the Tate square is bicartesian, one can also obtain the fibre sequence

F
hyp

hC2
⟶ F ⟶ stabF

and conclude that stab really is a bordification functor, reversing the logic used in the original proof of
Corollary 3.6.7.
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3.7. The genuine hyperbolisation of an additive functor. In this final subsection we recast the funda-
mental fibre square Corollary 3.6.7 of an additive functor F∶ Catp∞ → Sp as the isotropy separation square
of a genuine C2-spectrum, that is a spectral Mackey functor for the group C2, refining the hyperbolisation
Fhyp(C, Ϙ) ∈ SphC2 . This allows for a convenient way of combining Karoubi periodicity with the shifting
behaviour of bordism invariant functors, see Theorem 3.7.7 below. Note, however, that in the end this re-
formulation does not yield additional information: The category of genuine C2-spectra SpgC2 participates
in a cartesian diagram

SpgC2 Ar(Sp)

SphC2 Sp,

(−)'C2⇒(−)tC2

u t

(−)tC2

where −'C2 ∶ SpgC2 → Sp extracts the geometric fixed points and u the underlying C2-spectrum; we will
give a quick proof of this folklore result in Remark 3.7.5 below. In particular, the data

Fhyp(C, Ϙ) ∈ SphC2 and Fbord(C, Ϙ) → Fhyp(C, Ϙ)tC2

can be used to define the desired genuine refinement Fghyp(C, Ϙ) of Fhyp(C, Ϙ). The Mackey functor point
of view does, however, have the advantage that the requisite data can be constructed, once and for all, at the
level of Poincaré ∞-categories: In Corollary [I].7.4.18 we constructed (pre-)Mackey objects gHyp(C, Ϙ)
in Catp∞, see Theorem 3.7.1 below for the statement. The genuine C2-spectrum Fghyp(C, Ϙ) just described
arises then by simply applying F to gHyp(C, Ϙ).

Let us briefly recall the notion of a spectral Mackey functor. For a discrete group G, we denote by
Span(G) the span ∞-category of finite G-sets, introduced for the purposes of equivariant homotopy theory
in [Bar17, Df. 3.6] (under the name effective Burnside category).

Then a Mackey object in an additive∞-categoryA is by definition a product preserving functorSpan(G) →
A. If A is taken to be Sp, the results of [Nar16, Appendix A] or [GM20, Appendix C] show, that the aris-
ing ∞-category underlies the model category of orthogonalG-spectra classically used for the definition of
genuine G-spectra, see e.g. [Sch20]. We will treat spectral Mackey functors as the definition of the latter
objects and therefore put

SpgC2 = Fun×(Span(C2), Sp).

Evaluation at the finite C2-set C2 then defines the functor u∶ SpgC2 → SphC2 , by retaining the action of the
span

C2

id
←←←←←←←←← C2

f lip
←←←←←←←←←←←←←←→ C2.

Evaluation at the one-point C2-set defines the genuine fixed points −gC2 ∶ SpgC2 → Sp. A genuine C2-
spectrum thus gives rise to a pair of spectra (EgC2 , E), together with a C2-action on E and restriction and
transfer maps

res ∶ EgC2 → EhC2 tr ∶ EhC2
→ EgC2

coming from the spans

(62) ∗← C2

id
←←←←←←←←→ C2 and C2

id
←←←←←←←←← C2 →∗

together with a host of coherence data, which in particular identifies the composite tr◦res∶ EhC2
→ EhC2

with the norm map of E, and similarly for other target categories.
In Corollary [I].7.4.18, we showed:

3.7.1. Theorem. The construction of hyperbolic categories canonically refines to a functor

gHyp ∶ Catp∞ ⟶ Fun×(Span(C2),Cat
p
∞)

together with natural equivalences of Poincaré ∞-categories

gHyp(C, Ϙ)gC2 ≃ (C, Ϙ) ,

and C2-Poincaré ∞-categories

u(gHyp(C, Ϙ)) ≃ HypC ,
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such that transfer and restriction

gHyp(C, Ϙ)hC2
→ gHyp(C, Ϙ)gC2 and gHyp(C, Ϙ)gC2 → gHyp(C, Ϙ)hC2,

are naturally identified with

hyp∶ Hyp(C)hC2
→ (C, Ϙ) and fgt ∶ (C, Ϙ) → Hyp(C)hC2 .

3.7.2. Definition. Let F ∶ Catp∞ → Sp be an additive functor. Then we call the composite

Catp∞
gHyp
←←←←←←←←←←←←←←←←←←←←→ Fun×(Span(C2),Cat

p
∞)

F
←←←←←←←←→ Fun×(Span(C2), Sp) = SpgC2 .

the genuine hyperbolisation Fghyp of F.

Now any genuine C2-spectrumX has an associated isotropy separation square

XgC2 X'C2

XhC2 X tC2 ,

where the simplest description of the geometric fixed points −'C2 for our purposes is as the cofibre of the
transfer XhC2

→ XgC2 .

3.7.3. Remark. There are many other, more conceptual descriptions of the geometric fixed points. For
example [Bar17, B.7] describes −'C2 ∶ SpgC2 → Sp as the left Kan extension along the fixed point functor

(−)C2 ∶ Span(C2) → Span(Fin) ,

under the equivalence Fun×(Span(Fin), Sp) ≃ Sp and classically they are often defined as the cofibre of
(X ⊗ S[EC2])

gC2 → XgC2 , where EC2 ∈ SC2 is the unique C2-space with empty fixed points, whose
underlying space is contractible, see e.g. [Sch20, Proposition 7.6]; here SC2 is the category of functors from
the opposite of the orbit categoryO(C2) of C2 to S and the genuine suspension functorS[−]∶ SC2 → SpgC2

is given as the composite

SC2
S[−]
←←←←←←←←←←←←←←←←←←→ SpC2

Lan
←←←←←←←←←←←←←←→ SpgC2 ,

where the second functor is left Kan extension along the evident inclusion O(C2)
op

→ Span(C2) (it is also
the left derived functor of the suspension spectrum functor in the classical model category picture). The
genuine fixed points of the result are described by tom Dieck’s splitting [Sch20, Theorem 6.12]

S[X]gC2 ≃ S[XgC2]⊕ S[XhC2
],

which can be recovered from the pointwise formula for the Kan extension.
Geometric fixed points are in fact characterised in terms of this construction as the unique colimit pre-

serving, symmetric monoidal functor SpgC2 → Sp participating in a commutative square

SC2 S

SpgC2 Sp,

gC2

S[−] S[−]

'C2

see [Sch20, Remark 7.15].

Now from the identification of the transfer in Theorem 3.7.1 and Proposition 3.6.6, there results an
identification Fghyp(C, Ϙ)'C2 ≃ Fbord(C, Ϙ) and by the universal property of bordifications this determines
the entire isotropy separation square. We conclude:

3.7.4. Corollary. The isotropy separation square of the genuine C2-spectrum Fghyp(C, Ϙ) is naturally iden-

tified with the fundamental fibre square, in symbols

Fghyp(C, Ϙ)gC2 Fghyp(C, Ϙ)'C2

Fghyp(C, Ϙ)hC2 Fghyp(C, Ϙ)tC2

≃

F(C, Ϙ) Fbord(C, Ϙ)

FHyp(C)hC2 FHyp(C)tC2 ,
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for any additive functor F∶ Catp∞ → S and Poincaré ∞-category (C, Ϙ).

In particular, combining this with the following remark, we find the functor Fghyp ∶ Catp∞ → SpgC2 is
additive again (although this is also readily checked straight from the definition).

3.7.5. Remark. That the extraction of isotropy separation squares leads to a cartesian square

SpgC2 Ar(Sp)

SphC2 Sp,

(−)'C2⇒(−)tC2

u t

(−)tC2

is a direct application of Proposition A.2.11: The forgetful functor u∶ SpgC2 → SphC2 admits both a left
and a right adjoint through Kan extension, whose images are often said to consist of the Borel (co)complete
C2-spectra. One readily checks the compositions starting and ending in SphC2 to be the identity. Thus u
is a split Verdier projection (of non-small categories). The results of §A.2 together with some elementary
manipulations of the functors involved complete this to a stable recollement

Sp SpgC2 SphC2 ,
R

(−)'C2

(−)s

(−)q

whereR is given by restriction along the fixed point functor Span(C2) → Span(Fin), under the identification
Sp ≃ Fun×(Span(Fin), Sp), and the lower left functor takesX to the fibre ofXgC2 → XhC2 . The classifying
functor of this recollement is given by −tC2 ∶ SphC2 → Sp, so Proposition A.2.11 shows that the square
above is cartesian. Furthermore, the resulting bicartesian square

X R(X'C2)

(uX)s R(((uX)s)'C2)

recovers the isotropy separation square of X upon applying genuine fixed points.

Finally, we use the genuine spectrum Fghyp(C, Ϙ) to combine naive periodicity with the behaviour of
bordism invariant functors under shifting.

3.7.6. Lemma. Let F∶ Catp∞ → Sp be an additive functor and C a stable ∞-category. Then the map of

genuine C2-spectra

C2 ⊗ F(HypC) → Fghyp(HypC)

adjoint to the diagonal

F(HypC) → F(HypC)⊕ F(HypC) ≃ F(HypC × HypC) ≃ F(Hyp(HypC))

is an equivalence. In particular, Fghyp(Met(C, Ϙ)) ≃ C2 ⊗ F(HypC).

Proof. The map is an equivalence both on underlying spectra and on geometric fixed points: On underlying
spectra this follows immediately from the corresponding statement

Hyp(Hyp(C)) ≃ C2 ⊗ Hyp(C)

on underlying C2-Poincaré ∞-categories from [I].7.4.15. Furthermore, both spectra have vanishing geo-
metric fixed points: The left hand side by the symmetric monoidality of geometric fixed points together
with C2

gC2 = ∅, the right hand side by bordism invariance. �

As a direct generalisation of Proposition 3.4.13 we then have:

3.7.7. Theorem (Genuine Karoubi periodicity). Let (C, Ϙ) be a Poincaré ∞-category and F ∶ Catp∞ → Sp
an additive functor. Then there is a natural equivalence of genuine C2-spectra

Fghyp(C, Ϙ[−1])) ≃ S
�−1 ⊗ Fghyp(C, Ϙ),
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which translates the boundary map

Fghyp(C, Ϙ)) ⟶ S
1 ⊗ Fghyp(C, Ϙ[−1]))

of the metabolic fibre sequence into the map induced by the inclusion S → S� as the fixed points.

In particular, passing to geometric fixed points we recover the equivalenceFbord(C, Ϙ[i]) ≃ Si⊗Fbord(C, Ϙ)
from Proposition 3.5.8.

Proof. Given the previous lemma, the proof of Proposition 3.4.13 applies essentially verbatim, when in-
terpreted in the category of genuine C2-spectra: Lemma 3.7.6 identifies the once-rotated metabolic fibre
sequence

Fghyp(Met(C, Ϙ))
met
←←←←←←←←←←←←←←→ Fghyp(C, Ϙ)

)
←←←←←←→ S

1 ⊗ Fghyp(C, Ϙ[−1])

with
C2 ⊗ F(Hyp(C)) ⟶ Fghyp(C, Ϙ) ⟶ S

� ⊗ Fghyp(C, Ϙ)

obtained by tensoring Fghyp(C, Ϙ) with S[C2] → S → S� . �

Alternatively, the statement of Theorem 3.7.7 can also be deduced from Proposition 3.4.13 together with
Proposition 3.5.8, via the interpretation of genuine C2-spectra as isotropy separation squares: For every
genuine C2-spectrum the canonical mapX ≃ S⊗X → S�⊗X induces an equivalence on geometric fixed
points, for example by monoidality and (S�)'C2 ≃ S.

Therefore the effect of tensoring with S�−1 on both geometric fixed points and the Tate construction
is a shift, which by Proposition 3.5.8 is also the effect of shifting the quadratic functors on these terms.
Combined with the statement on underlying spectra Proposition 3.4.13 we obtain the claim.

4. GROTHENDIECK-WITT THEORY

In this section we will define the central object of this paper, the Grothendieck-Witt spectrum GW(C, Ϙ)
associated to a Poincaré ∞-category (C, Ϙ), and discuss its main properties. Most of the results are corol-
laries of the results of §3.

We will start out by defining the Grothendieck-Witt space GW(C, Ϙ) and record its properties, as speciali-
sations of the general results of the previous section to the caseF = Pn ∈ Funadd(Catp∞, S). We then proceed
to analyse the Grothendieck-Witt spectrum in the same manner, in particular identifying its hyperbolisation
as K-theory and its bordification as L-theory.

This will lead to the identification of the homotopy type of the algebraic cobordism categories in Corol-
lary 4.2.3, the fundamental fibre square in Corollary 4.4.14, localisation sequences for Grothendieck-Witt
spectra of discrete rings in Corollary 4.4.18 and our generalisation of Karoubi periodicity in Corollar-
ies 4.3.4 and Corollary 4.5.5, constituting the main results of the present paper.

In the final subsection we spell out the relation of our constructions to the LA-theory of Weiss and
Williams from [WW14]. In particular, our results provide a cycle model for the infinite loop spaces of their
spectra.

4.1. The Grothendieck-Witt space. In this section we will define the Grothendieck-Witt space of a Poincaré
∞-category (C, Ϙ), whose homotopy groups are by definition the higher Grothendieck-Witt groups of (C, Ϙ).

Recall that a functor Catp∞ → E into an ∞-category with finite limits is called additive if it carries
split Poincaré-Verdier squares to cartesian squares, see §1.5. Additive functors automatically take values
in E∞-monoids (with respect to the cartesian product in E) but may well not be group-like; the func-
tor Pn∶ Catp∞ → S taking Poincaré objects being the first example. Denoting by Funadd(Catp∞,E) ⊆
Fun(Catp∞,E) the full subcategory of additive functors, Corollary 3.3.6 asserts that the inclusion

Funadd(Catp∞,GrpE∞(S)) ⟶ Funadd(Catp∞, S)

admits a left adjoint (−)grp, the group completion functor.

4.1.1. Definition. We define the Grothendieck-Witt space functor GW∶ Catp∞ ⟶ GrpE∞ to be the group-
completion

GW(C, Ϙ) = Pngrp(C, Ϙ),
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of the functor Pn ∈ Funadd(Catp∞, S). Furthermore, for a Poincaré ∞-category (C, Ϙ), we set

GWi(C, Ϙ) = �i GW(C, Ϙ),

the Grothendieck-Witt-groups of (C, Ϙ).

We already introduced a group GW0(C, Ϙ) explicitly in §[I].2.5 as the quotient of �0Pn(C, Ϙ) given by
identifying every metabolic object with the hyperbolisation of its Lagrangian. We will see in Corollary 4.1.7
below that this matches with the definition above.

As a direct reformulation of the definition of Grothendieck-Witt functor we record:

4.1.2. Observation. The functorGW∶ Catp∞ → S is additive and group-like, and it is the initial such functor

under Pn∶ Catp∞ → S.

We will show in Corollary 4.4.15 that GW is in fact Verdier localising (and not just additive); that is, it
takes all Poincaré-Verdier squares to cartesian squares (and not just the split Poincaré-Verdier squares).

4.1.3. Remark. Let us explicitly warn the reader, thatGW is the group-completionofPn insideFunadd(Catp∞, S),
but not given as a levelwise group-completion, that is, GW(C, Ϙ) is generally not the group completion of
the E∞-monoid Pn(C, Ϙ). Indeed, the levelwise group completion of Pn will not yield an additive functor.
The functor GW can then be considered as the universal way of fixing this.

From the results of the previous section we obtain several formulae for GW(C, Ϙ): Recall from Def-
inition 2.3.2 the cobordism category Cob(C, Ϙ) associated to the Segal space PnQ(C, Ϙ[1]) given by the
hermitian Q-construction. From Corollary 3.3.6 we find:

4.1.4. Corollary. There are canoncial equivalences

GW(C, Ϙ) ≃ Ω|Cob(C, Ϙ)| ≃ Ω|PnQ(C, Ϙ[1])|
natural in the Poincaré ∞-category (C, Ϙ).

These formulae are in accordance with the usual definition of theK-theory spaceΩ| Span(C)| ≃ Ω|Cr Q(C)|
of C.

Classically, the Grothendieck-Witt space is often defined as the fibre of the forgetful functor from the
hermitian to the usual Q-construction. We obtain such a description from the metabolic fibre sequence:
Applying the hermitian Q-construction to the split Poincaré-Verdier sequence

(C, Ϙ) ⟶ Met(C, Ϙ[1]) ⟶ (C, Ϙ[1])

results in the fibre sequence

|PnQ(C, Ϙ)| ⟶ |PnQMet(C, Ϙ[1])| met
←←←←←←←←←←←←←←→ |PnQ(C, Ϙ[1])|,

modelling the algebraic Genauer sequence

|Cob(C, Ϙ[−1])| ⟶ |Cob)(C, Ϙ[−1])| )
←←←←←←→ |Cob(C, Ϙ)|,

see Theorem 2.5.1 and Corollary 2.5.2. Now from Proposition 2.3.13 and Example 2.3.3 we obtain:

4.1.5. Corollary. There are canonical equivalences

|PnQMet(C, Ϙ[1])| ≃ |PnQHyp(C)| ≃ |Cr Q(C)|
under which the metabolic fibre sequence corresponds to

|PnQ(C, Ϙ)| fgt
←←←←←←←←←←←←→ |Cr Q(C)| hyp

←←←←←←←←←←←←←←→ |PnQ(C, Ϙ[1])|.
In particular, there are natural equivalences

GW(Met(C, Ϙ)) ≃ K(C) and GW(Hyp(D)) ≃ K(D)

for all Poincaré ∞-categories (C, Ϙ) and stable ∞-categories D.

We also immediately obtain:
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4.1.6. Corollary. There are canonical equivalences

GW(C, Ϙ) ≃ f ib(|PnQ(C, Ϙ)| fgt
←←←←←←←←←←←←→ |Cr Q(C)|)

natural in the Poincaré ∞-category (C, Ϙ), and natural fibre sequences

GW(C, Ϙ[−1])
fgt
←←←←←←←←←←←←→K(C)

hyp
←←←←←←←←←←←←←←→ GW(C, Ϙ).

This formula for the Grothendieck-Witt space is the transcription of the classical definition for example
from [Sch10a] into our framework.

We can also use these formulae for an explicit description of GW0(C, Ϙ), giving another direct link. From
Theorem 3.1.9 we find:

4.1.7. Corollary. The natural map

�0Pn(C, Ϙ) ⟶ GW0(C, Ϙ)

exhibits the target as the quotient of the source by the congruence relation generated by

(63) [x, q] ∼ [hyp(w)],

where (x, q) runs through the Poincaré objects of (C, Ϙ) with Lagrangianw⟶ x.

In particular, GW0(C, Ϙ) is the quotient of �0Pn(C, Ϙ)
grp by the subgroup spanned by the differences

[x, q] − [hyp(w)], but part of the statement is that one does not need to complete �0Pn(C, Ϙ) to a group in
order to obtain GW0(C, Ϙ) as a quotient. From Corollary 3.1.8 or indeed from Lemma [I].2.5.3, we find that
for [x, q] ∈ GW0(C, Ϙ) we have

−[x, q] = [x,−q] + hyp(ΩX).

Finally, we showed in Corollary [I].5.2.8 that the functor Pn∶ Catp∞ → MonE∞ (S) admits a canonical lax
symmetric monoidal structure with respect to the tensor product of Poincaré ∞-categories on the left and
the tensor product of E∞-spaces on the right; informally it is simply given by tensoring Poincaré objects.
Since �0 ∶ MonE∞ (S) → CMon is also lax symmetric monoidal for the tensor products on both sides, the
functor �0Pn∶ Catp∞ → CMon acquires a canonical lax symmetric monoidal structure. We showed in
Proposition [I].7.5.3:

4.1.8. Proposition. The functor GW0 ∶ Catp
∞

→ Ab admits a unique lax symmetric monoidal structure,

making the transformation �0Pn → GW0 symmetric monoidal.

In Paper [IV] we will enhance this to a lax symmetric monoidal structure on the functor GW itself, but
for the purposes of the present paper the above suffices.

4.2. The Grothendieck-Witt spectrum. Our next goal is to deloop the Grothendieck-Witt-space into a
spectrum valued additive functor. To this end recall from Corollary 3.3.6 that the forgetful functor

Ω∞ ∶ Funadd(Catp∞, Sp) ⟶ Funadd(Catp∞,GrpE∞ )

admits a left adjoint ℂob.

4.2.1. Definition. We define the Grothendieck-Witt spectrum functor GW∶ Catp∞ → Sp by

GW(C, Ϙ) = ℂobGW(C, Ϙ),

and denote by GWi(C, Ϙ) its homotopy groups.

We will see in Corollary 4.2.3 below, that for i ≥ 0 this conforms with the definition from Defini-
tion 4.1.1.

Again, we list the properties that are immediate from the results of the previous section. As a reformu-
lation of the definition we find:

4.2.2. Corollary. The functor GW∶ Catp∞ → Sp is additive, and it is the initial such functor equipped a

transformation

Pn ⇒ Ω∞GW

of functors Catp∞ → S.

In fact, we show in Corollary 4.4.15 below, that GW is Verdier-localising and not just additive.
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Proof. By Corollary 3.4.6, the functorGW is the initial additive functor to spectra equipped with a transfor-
mation GW ⇒ Ω∞ GW of E∞-groups. By the universal property of GW established in Observation 4.1.2,
the functor GW is therefore also the initial additive functor to spectra with a transformation Pn ⇒ Ω∞GW

of E∞-monoids. �

As additive functors to spaces carry unique refinements to MonE∞(S), these statements remain true upon
dropping the E∞-structures, and by adjunction GW is also the initial additive functor GW∶ Catp∞ → Sp
under S[Pn].

Next, we identify the spaces Ω∞−iGW(C, Ϙ). To this end recall the i-fold simplicial space

Cobi(C, Ϙ) = PnQ(i)(C, Ϙ[i]),

given by the iterated hermitian Q-construction from Definition 2.2.1. These model the extended cobordism
categories of (C, Ϙ) and by Proposition 3.4.5 form a positive Ω-spectrum ℂobPn(C, Ϙ). The natural map

ℂobPn(C, Ϙ) ⟶ GW(C, Ϙ)

exhibits the right hand side as the spectrification of the left. From Proposition 3.4.5 we also find:

4.2.3. Corollary. For any Poincaré ∞-category (C, Ϙ) there are canonical equivalences

GW(C, Ϙ) ≃ Ω∞GW(C, Ϙ) and |Cobi(C, Ϙ)| ≃ Ω∞−iGW(C, Ϙ)

for any i ≥ 1, that are natural in (C, Ϙ). In particular, we obtain isomorphisms

�i GW(C, Ϙ) ≅ GWi(C, Ϙ)

for all i ≥ 0.

4.2.4. Remark. We propose to view the equivalences

|Cobi(C, Ϙ)| ≃ Ω∞−iGW(C, Ϙ)

for i ≥ 1 as a close analogue of the equivalence

|Cobid| ≃ Ω∞−iMTSO(d),

established by Galatius, Madsen, Tillmann and Weiss for i = 1, and Bökstedt and Madsen in general
[GTMW09, BM14]. In particular, the sequence of spectra GW(C, Ϙ[−d]) can be considered as an algebraic
analogue of the Madsen-Tillmann-spectra MTSO(d).

Of course, our arguments so far correspond only to the statement that the higher cobordism categories
Cobnd deloop one another, i.e. that |Cobnd| ≃ Ω|Cobn+1

d
| for n ≥ 1. The identification of the resulting

spectrum via a Pontryagin-Thom construction has no direct analogue in our work. We will describe the
homotopy type of GW(C, Ϙ) by different means in Corollary 4.4.14 below.

We shall make this connection more than an analogy in future work by promoting the association of its
cochains or stable normal bundle to a manifold into functors

� ∶ Cobd ⟶ Cob
(
(Sp∕BSO(d))!, Ϙv

−
d

)
⟶ Cob

(
Dp(ℤ), (Ϙs)[−d]

)

from the geometric to our algebraic cobordism categories. The Grothendieck-Witt spectrum of the mid-
dle term has already appeared in manifold topology, see §4.6, and we expect the comma category of the
composite functor over 0 to be closely related to the category CobL

2n+1
from [HP19] for d = 2n + 1.

Just as the negative homotopy groups of the Madsen-Tillmann spectra are given by the cobordism groups,
so are the negative homotopy groups of the Grothendieck-Witt spectrum. From Definition [I].2.3.11 we
recall:

4.2.5. Definition. We define the L-group L0(C, Ϙ) of a Poincaré ∞-category as the quotient monoid of
�0Pn(C, Ϙ) by the submonoid of forms (x, q) admitting a Lagrangianw → x.

For the definition of a Lagrangian, see Definition [I].2.3.1. Also, L0(C, Ϙ) really is a group: We showed
in Corollary 2.3.10 that there is a canonical isomorphism

�0|Cob(C, Ϙ[−1])| ≅ L0(C, Ϙ),

and consequently, we find
[x,−q] + [x, q] = 0
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in L0(C, Ϙ) from Proposition 2.3.7. In other words, L0(C, Ϙ) is the cobordism group of Poincaré forms in
(C, Ϙ) and inverses are given be reversing the orientation. From Proposition 3.4.7, we obtain:

4.2.6. Corollary. For i > 0 there are canonical isomorphisms

�−i GW(C, Ϙ) ≅ L0(C, Ϙ
[i])

natural in the Poincaré ∞-category (C, Ϙ).

By Proposition [I].7.5.3, we have:

4.2.7. Proposition. The functor L0 ∶ Catp∞ → Ab admits a unique lax symmetric monoidal structure, mak-

ing the transformation �0Pn → L0 symmetric monoidal. In fact, this transformation then factors lax sym-

metric monoidally over GW0.

We will use this fact in Proposition 4.6.4 below.

4.3. The Bott-Genauer sequence and Karoubi’s fundamental theorem. In the present section we anal-
yse the behaviour of the metabolic Poincaré-Verdier sequence

(C, Ϙ[−1]) ⟶ Met(C, Ϙ)
met
←←←←←←←←←←←←←←→ (C, Ϙ)

under the Grothendieck-Witt functor. From Example 2.3.3 and Corollary 3.1.4 we obtain:

4.3.1. Corollary. The functors lag∶ Met(C, Ϙ) ↔ Hyp(C)∶ can induce inverse equivalences

GW
(
Met(C, Ϙ)

)
≃ GW

(
Hyp(C)

)

for every Poincaré ∞-category (C, Ϙ) and switching the order of the hyperbolic and Q-constructions gives

an equivalence

GW
(
Hyp(D)

)
≃ K(D)

for every stable ∞-category D. In particular, for the hyperbolisation of the Grothendieck-Witt functor we

find

GWhyp ≃ K .

Now, applying GW to the metabolic sequence gives a fibre sequence

GW(C, Ϙ[−1])
fgt
←←←←←←←←←←←←→ K(C)

hyp
←←←←←←←←←←←←←←→ GW(C, Ϙ),

of spectra, which we call the Bott-Genauer-sequence. It is a general version of the Bott-sequence appearing
for example in [Sch17, Section 6].

4.3.2. Remark. We chose the present terminology to highlight the analogy with the fibre sequence

MTSO(d + 1) ⟶ S[BSO(d + 1)] ⟶ MTSO(d)

originally appearing in [GTMW09, Section 3], which complemented Genauer’s theorem in [Gen12, Section
6] that

|Cob)d| ≃ Ω∞−1
S[BSO(d)].

In particular, in the Bott-Genauer-sequence the algebraic K-theory spectrum really arises via the metabolic
category, encoding objects with boundary, rather than the hyperbolic category. From this perspective the
connectivity of the algebraic K-theory spectrum corresponds to the fact, that the bordism groups of mani-
folds with boundary vanish.

Finally, we observe that the Bott-Genauer sequence gives a vast extension of Karoubi’s fundamental
theorem: Following Karoubi and Schlichting [Kar80a, Sch17] we define functors

U(C, Ϙ) = f ib(K(C)
hyp
⟶ GW(C, Ϙ)) and V(C, Ϙ) = f ib(GW(C, Ϙ)

fgt
⟶ K(C)).

Karoubi’s fundamental theorem [Kar80a, p. 260] compares these functors in the setting of discrete rings
with involution. In the setting of Poincaré ∞-categories, this statement is a direct consequence of the Bott-
Genauer sequence (we will specialise this abstract version to discrete rings in Corollary 4.3.4 below).
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4.3.3. Corollary (Karoubi’s fundamental theorem). There is a canonical equivalence

(64) U(C, Ϙ[2]) ≃ S
1 ⊗ V(C, Ϙ)

natural in the Poincaré ∞-category (C, Ϙ).

Proof. Simply note that the Bott-Genauer sequence allows us to identify both sides with GW(C, Ϙ[1]). �

We next spell out the consequence of these abstract results for Grothendieck-Witt theory of rings. Recall
that these are integrated into our set-up via their derived categories of modules. More generally, consider
an E1-ring R and an invertible module with genuine involution (M,� ∶ N → M tC2 ) over R. By Proposi-
tion [I].3.4.2 there is a canonical equivalence of Poincaré ∞-categories

(Mod!R, (Ϙ
�
M
)[k]) ≃ (Mod!R, Ϙ

�
S−k�⊗M

)

refining the k-fold loop functor. In particular, this yields equivalences

(Mod!R, (Ϙ
�
M
)[2k]) ≃ (Mod!R, Ϙ

Sk⊗�

Sk−k�⊗M
)

and likewise for ModfR, if M even belongs to ModfR. Now if R is complex oriented, for example if R
is even periodic or (the Eilenberg-MacLane spectrum of) a discrete ring, then the module with involution
Sk−k�⊗M only depends on the parity of kmodulo 2 up to a canonical equivalence induced by the complex
orientation, see Example [I].3.4.6. Let us denote the common value for odd k by −M . If R and M are
discrete, then −M is really given by changing the involution on M to its negative.

Using the arising equivalence (−M)tC2 ≃ S1 ⊗M tC2 , we obtain equivalences

(Mod!R, (Ϙ
s
M
)[2]) ≃ (Mod!R, Ϙ

s
−M

), (Mod!R, (Ϙ
q

M
)[2]) ≃ (Mod!R, Ϙ

q

−M
)

and, whenever R is furthermore connective,

(Mod!R, (Ϙ
≥m
M

)[2]) ≃ (Mod!R, Ϙ
≥m+1
−M

).

Note also, that if R is even real oriented, for example a discrete ring of characteristic 2, then we even find
M ≃ −M .

Recall furthermore, that for c ∈ K0(R) = K0(Mod!R) a subgroup we denote by Dc(R) ⊆ Dp(R) the
full subcategory spanned by thoseR-module complexesX with [X] ∈ c, the most interesting special cases
being

DK0(R)(R) = Dp(R) and Dℤ(R) = Df (R),

where the integers on the right denote the image of ℤ → K0(R), 1 ↦ R. We shall usually need to assume
that c is closed under the involution induced by M . This is clearly always true in the former case, and in
the latter amounts to M ∈ ModfR.

4.3.4. Corollary. For R a complex oriented E1-ring, for example a discrete ring, M an invertible module

with involution over R, and c ⊆ K0(R) a subgroup closed under the involution induced by M , there are

canonical equivalences

U(ModcR, Ϙ
q

−M
) ≃ S

1 ⊗ V(ModcR, Ϙ
q

M
) and U(ModcR, Ϙ

s
−M

) ≃ S
1 ⊗ V(ModcR, Ϙ

s
M
)

and if R is furthermore connective, then also

U(ModcR, Ϙ
≥m+1
−M

) ≃ S
1 ⊗ V(ModcR, Ϙ

≥m
M

)

for arbitrary m ∈ ℤ.

Specialising the last equivalence further to a discrete ring R, c = K0(R) and either m = 1 and m = 2,
we obtain the following extension of Karoubi’s fundamental theorem:

4.3.5. Corollary. For a discrete ring R and a discrete invertible module with involution M over R, there

are canonical equivalences

U(Dp(R), Ϙ
gq

−M
) ≃ S

1 ⊗ V(Dp(R), Ϙ
ge

M
), U(Dp(R), Ϙ

ge

−M
) ≃ S

1 ⊗ V(Dp(R), Ϙ
gs

M
).
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Given the comparisons in Appendix B, all of these equivalences collapse into the classical formulation of
Karoubi’s fundamental theorem upon restricting to discrete rings in which 2 is invertible; if 2 is not assumed
invertible they are, however, distinct. We will explore their uses for discrete rings in the third paper of this
series.

Let us also apply the abstract fundamental theorem 4.3.3 to the case of a form parameter, as originally
defined by Bak [Bak81] and generalised by Schlichting [Sch19a]. Recall from §[I].4.2 that given a discrete
ringR and a discrete invertible module with involution (M, �) overR, a form parameter� onM is the data of
an abelian groupQ together with a quadraticR-action and equipped with action preserving homomorphisms

MC2

�
←←←←←←→ Q

�
←←←←←←→MC2

whose composition is the norm map and such that the cross-effect of the quadraticR-action on Q

(a ⟂ b)m =
(
(a + b)⊗ (a + b)

)
m − (a ⊗ a)m − (b ⊗ b)m = (a ⊗ b + b ⊗ a)m

satisfies (a ⟂ b)x = �((a⊗ b)�(x)). As explained in §[I].4.2, the 2-polynomial functor Ϙ�
proj

∶ Proj(R)op →

Ab sending P to its group of �-hermitian forms, followed by the canonical Eilenberg-MacLane inclusion
Ab→ Sp extends essentially uniquely by non-abelian derivation to a quadratic functorϘg�

M
∶ Dp(R)op → Sp.

Any form parameter (Q, �, �) on M admits a dual form parameter �̌

(−M)C2
⟶M∕Q ⟶ (−M)C2

on (−M) in which the first map is surjective. For example we have ±š = ∓ev and ±ěv = ∓q, in what is
hopefully evident notation. We showed in Proposition [I].4.2.26 that the loop functor refines to an equiva-
lence of Poincaré ∞-categories

(65)
(
Dp(R), (Ϙ

g�

M
)[2]

)
⟶

(
Dp(R), Ϙ

g�̌

−M

)
.

whenever � is injective in the original form parameter. Applying Corollary 4.3.3 to this equivalence imme-
diately implies:

4.3.6. Corollary. For a discrete ring R, a discrete invertible module with involution M , c ⊆ K0(R) a

subgroup closed under the involution induced by M , and a form parameter � = (Q, �, �) on M with �
injective and dual �̌, there is a canonical equivalence

U(Dc(R), Ϙ
g�̌

−M
) ≃ S

1 ⊗ V(Dc(R), Ϙ
g�

M
).

Together with [HS21], which identifies the Grothendieck-Witt space of (Dp(R), Ϙ
g�

M
) considered in the

present paper with the Grothendieck-Witt space considered in [Kar09] (which is defined as the group com-
pletion of the E∞-monoid of the corresponding Poincaré forms on projective modules), this proves Conjec-
tures 1 and 2 in §3.4 and §4.3 of loc. cit, respectively. Note for translation purposes that Karoubi’s hermitian
and quadratic modules for the form parameter � correspond to Poincaré forms for the form parameter � and
�̌ respectively, as explained in [Sch19a, Example 3.9].

4.4. L-theory and the fundamental fibre square. In the present section we will prove our main result on
the homotopy type of the Grothendieck-Witt spectrum. In §3.6, we studied the bordification of an additive
functorF∶ Catp∞ → Sp and in Corollary 4.4.14 produced a fibre square reconstructingF from its hyperboli-
sation Fhyp and its bordification Fbord. In the previous subsection we obtained an equivalence GWhyp ≃ K,
and in the present section we will show GWbord ≃ L. To set the stage, recall the �-construction from
Definition 3.6.10.

4.4.1. Definition. The L-theory space is the functor Catp∞ → S given by

L(C, Ϙ) = |Pn�(C, Ϙ)|
obtained by applying the �-construction to Pn.

Since �0(C, Ϙ) = (C, Ϙ), there is a canonical map

Pn(C, Ϙ) → L(C, Ϙ).
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and by construction the 1-skeleta of the � and Q construction agree, so from Corollary 2.3.10 we find that
the natural map

�0Pn(C, Ϙ) ⟶ �0 L(C, Ϙ)

descends to an isomorphism
L0(C, Ϙ) ⟶ �0 L(C, Ϙ)

for all Poincaré ∞-categories (C, Ϙ).
But much more is true: Generalising a classical result of Ranicki, Lurie showed in [Lur11, Lecture 7,

Theorem 9], that there are canonical isomorphisms

�i L(C, Ϙ) = L0(C, Ϙ
[−i])

for all i ≥ 0. While analogous to our results on bordifications, this is more difficult and fundamentally rests
on the fact that Pn�(C, Ϙ) is a Kan simplicial space. In fact:

4.4.2. Theorem. Given a Poincaré-Verdier sequence (C, Ϙ) → (D,Φ) → (E,Ψ) the functor Pn�(D,Φ) →

Pn�(E,Ψ) is a Kan fibration of simplicial spaces with fibre Pn�(C, Ϙ).
In particular, the functor L∶ Catp∞ → S is Verdier-localising and bordism invariant.

The above identification of homotopy groups is then a consequence of Proposition 3.5.8. The result itself
is the main content of [Lur11, Lectures 8 & Lecture 9], we give the proof here for completeness’ sake. It
rests on the following lemma:

4.4.3. Lemma. Given a Poincaré-Verdier projection (D,Φ)
(p,�)
←←←←←←←←←←←←←←←←←→ (E,Ψ), an object x ∈ D, a map f ∶ y →

p(x) in E and a diagram

K ∗

Ω∞Φ(x) Ω∞Ψ(p(x)) Ω∞Ψ(y)

q

� f∗

with K ∈ S! there exists an arrow g ∶ z→ x in D lifting f together with a lift

K ∗

Ω∞Φ(x) Ω∞Φ(z)

r

g∗

of the original rectangle up to homotopy.

Proof. Since p is essentially surjective by Corollary A.1.7, there exists a v in D with p(v) ≃ y, and applying
[NS18, Theorem I.3.3 ii)] we can then modify v to find ℎ∶ w → y lifting f . From Remark 1.1.8 we
furthermore find

Ψ(y) ≃ colim
c∈Cw∕

Φ(f ib(w→ c))

so putting u = fib(w → c) for an appropriate c, we find a lift s ∈ Ω∞Φ(u) lifting q, and the composite
u → w → y still lifts f . To find a lift of the homotopy of maps K → Ω∞Ψ(y), note that the colimit above
is filtered so since K is assumed compact we also have

HomS(K,Ω
∞+1Ψ(y)) ≃ colim

c′∈Cu∕
HomS(K,Ω

∞+1Φ(f ib(u→ c′)),

which for appropriate c yields all the desired data on for z = fib(u → c′) and g the composite z → u →

y. �

Proof of Theorem 4.4.2. We need to show that each diagram

Λni �(D,Φ)

Δn �(E,Ψ)

admits a filler up to homotopy (where we regard Δn and Λni as simplicial spaces via the inclusion Set ⊂ S).
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To unwind this, recall that �n(D,Φ) = (D,Φ)Tn , where Tn = P0([n])
op is the opposite of the barycentric

subdivision sd(Δn) of Δn. Denote then by H i
n ⊆ Tn the opposite of the subdivision of the i-horn, i.e. the

collection of subsets missing an element besides i. Then the lifting problem above translates to showing
that the canonical map

Pn
(
(D,Φ)Tn

)
⟶ Pn

(
(E,Ψ)Tn

)
×
Pn

(
(E,Ψ)H

i
n

) Pn
(
(D,Φ)H

i
n

)

is surjective on �0. To this end we first show the corresponding statement on spaces of hermitian objects, and
then explain how to adapt a lift in Fm

(
(D,Φ)Tn

)
to a Poincaré one, provided its images in Fm

(
(E,Ψ)Tn

)

and Fm
(
(D,Φ)H

i
n

)
are Poincaré. The first claim even holds for boundary inclusions instead of horn inclu-

sions, so denote byBn the opposite of the subdivision of )Δn and consider hermitian objects (F ∶ Tn → E, q)

and (G∶ Bn → D, r) and an equivalence between their images in Fm
(
(E,Ψ)Bn

)
. Put then x ∈ D as the

limit ofG. By construction there is then a canonical map f ∶ y→ p(x), where y = F (b) with b the barycen-
tric vertex [n] in Tn. Furthermore, regarding r ∈ ΦBn (G) as a map r∶ ∗→ limB

op
n
Ω∞Φ◦Gop it is adjoint

to a transformation const∗ ⇒ Ω∞Φ◦Gop, which gives rise to a map

|Bop
n | ≃ colim

B
op
n

∗⟶ colim
B
op
n

Ω∞Φ◦Gop
⟶ Ω∞Φ(lim

Bn
G) = Ω∞Φ(x)

whose composition down toΩ∞Ψ(y) is canonically identified with the constant map with value q ∈ Ω∞ΨTn(F ) ≃
Ω∞Ψ(F (b)), since b = [n] is initial in T

op
n , so |Top

n | ≃∗.
We can therefore apply the previous lemma to obtain a lift g ∶ z → x of f , together with a lift s ∈

Ω∞Φ(z) of q and an identification of the composite

|Bop
n | ⟶ Ω∞Φ(x)

g∗

←←←←←←←←←←→ Ω∞Φ(z)

with the constant map on s, that lifts the identification above. Since Tn is the cone onBn the map g precisely
defines an extension of G to a map G̃∶ T

op
n → D, on which s defines a hermitian form, and the remainder

of the data produced bears witness to (G̃, s) being a lift as desired.
For the second step we need to modify a hermitian lift (G̃, r) ∈ Fm

(
(D,Φ)Tn

)
of (F , q) ∈ Pn

(
(E,Ψ)Tn

)
∈

and (G, s) ∈ Pn
(
(D,Φ)H

n
i
)

into a Poincaré lift. This is achieved by performing surgery as follows: The
algebraic Thom construction from Corollary [I].2.4.6 gives an equivalence

Fm
(
(D,Φ)Tn

)
≃ Pn(Met

(
(D,Φ[1])Tn

)

refining the map taking (G̃, s) to

(66) DΦTn

(
G̃
)
⟶ cof

(
G̃

s#
←←←←←←←←←→ DΦTn

(
G̃
))
.

In particular, the Poincaré objects in (D,Φ)Tn correspond precisely to those arrows with vanishing target
(the target is the boundary of (G̃, s) in the sense of Definition 4.4.7 below). Since (F , q) and (G, r) and the
boundary maps in the �-construction are Poincaré (see the discussion before Definition 3.6.10) it follows
that the target in our case already lies in the kernels of both

DTn ⟶ DHn
i and DTn ⟶ ETn .

We claim that the intersection of these kernels is equivalent to Met(C, Ϙ[1−n]) as a Poincaré ∞-category.
This is clear on underlying categories, and follows for the hermitian structures from the iterative formulae
for limits of cubical diagrams, i.e.

lim
T
op
n

X ≃ X({0, ..., n− 1}) ×lim
T
op
n−1

X lim
T
op

n−1

X◦(− ∪ n),

which is easily verified using [Lur09a, Corollary 4.2.3.10] by decomposing Tn as the pushout of Tn−1 and
Tn ⧵ {0, ..., n − 1} over their intersection. We thus find that the cofibre of s# admits a Lagrangian L, since
objects in metabolic Poincaré ∞-categories are canonically metabolic by Remark [I].7.3.23. We can thus
perform surgery on (66) with the surgery datum 0 → L, see Proposition 2.4.3. The resulting arrow has
vanishing target, and by design the surgery changes neither the image in ETn nor the restriction to D

Hn
i .

Tranlating back along the algebraic Thom construction thus provides the desired Poincaré lift of (F , q) and
(G, q).
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To deduce the remaining claims, note that the statement about the fibre is immediate from both coten-
sors and Pn preserving limits. That L is Verdier-localising now follows, since colimits of simplicial fibre
sequences with second map a Kan fibration are again fibre sequences, see e.g. [Lur16, Theorem A.5.4.1].

To finally obtain bordism invariance, one can either proceed by observing that on account of the Kan
property the i-th homotopy groups of L(C, Ϙ) = |Pn�(C, Ϙ)| can be described as the quotient of

�0 f ib
(
HomsS(Δ

i, Pn�(C, Ϙ))⟶ HomsS()Δ
i, Pn�(C, Ϙ))

)

by the equivalence relation generated by a pair of such elements admitting an extension to

�0 f ib
(
HomsS(Δ

1 × Δi, Pn�(C, Ϙ)) → HomsS(Δ
1 × )Δi, Pn�(C, Ϙ))

)
.

This quotient is readily checked to be exactly L0(C, Ϙ
[−i]). This is the route taken in both [Ran92] and

[Lur11].
Alternatively, one can employ Lemma 3.6.14 to see that L(Met(C, Ϙ)) ≃ |Pn�(Met(C, Ϙ))| is the re-

alisation of a split simplicial object over 0, therefore vanishes, and then conclude by 3.5.4. Let us re-
mark that via the algebraic Thom construction [I].2.4.6 the extra degeneracy of the split simplicial space
Pn�(Met(C, Ϙ)) ≃ Fm�(C, Ϙ[−1]) attains a particularly easy form: It is simply given by extension-by-zero.
We leave the necessary unwinding of definitions to the reader. �

It now follows from Theorem 3.5.9 that L admits an essentially unique lift to a functor with values in
spectra.

4.4.4. Definition. We define the L-theory spectrum L∶ Catp∞ → Sp by

L(C, Ϙ) = ℂobL(C, Ϙ)

with (C, Ϙ) a Poincaré ∞-category, and denote by Li(C, Ϙ) its homotopy groups.

This definition of the L-groups agrees with Definition 4.2.5, since from Proposition 3.4.5 and Proposi-
tion 3.5.8 we obtain:

4.4.5. Corollary. There are canonical equivalences

Ω∞−i L(C, Ϙ) ≃ L(C, Ϙ[i])

for all i ∈ ℤ. In particular, there are isomorphisms

�i L(C, Ϙ) ≅ L0(C, Ϙ
[−i])

also for negative i.

In fact, the definition
L(C, Ϙ) ≃

[
L(C, Ϙ),L(C, Ϙ[1]),L(C, Ϙ[2]),…

]
with structure maps arising from Proposition 3.5.8 is a direct generalisation of the classical definition of
L-theory spectra due to Ranicki, see for example [Ran92, Section 13], and it is rather more elegant than our
definition which iterates the Q-construction on top of the �-construction.As an important consequence, we
obtain:

4.4.6. Corollary. The functor L∶ Catp∞ → Sp is bordism invariant and Verdier-localising.

One can even directly describe the boundary operator of the long exact sequence on the L-groups of a
Poincaré-Verdier sequence.

4.4.7. Definition. Given a Poincaré ∞-category (C, Ϙ) and a hermitian object (X, q) ∈ Fm(C, Ϙ), the bound-

ary of (X, q) is the Poincaré object )(X, q) ∈ Pn(C, Ϙ[1]) obtained as the result of surgery on (X → 0, q) ∈
Surg0(C, Ϙ

[1]).

Note that by the discussion preceeding Proposition 2.4.3 the object underlying )(X, q) is given by the
cofibre of q♯ ∶ X → DϘX.

4.4.8. Proposition. Given a Poincaré-Verdier sequence

(C, Ϙ)
i
←←←←→ (D,Φ)

p
←←←←←←→ (E,Ψ)

the boundary operator Li(E,Ψ) → Li−1(C, Ϙ) of the resulting long exact sequence takes a Poincaré object

(X, q) ∈ Pn(E,Ψ[−i]) to )(Y , q′) ∈ Pn(C, Ϙ[1−i]), where (Y , q′) ∈ Fm(D,Φ[−i]) is any lift of (X, q).
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In particular, the proposition asserts that such a hermitian lift of X can always be found, and its image
in Li−1(C, Ϙ) is the obstruction against finding a Poincaré lift of X.

Proof. From Proposition 3.1.10 we find that the inverse to the boundary isomorphism�1 L(E,Ψ) → �0 L(E,Ψ
[−1])

takes a Poincaré object X in the target to the loop w represented by 0 ← X → 0 ∈ Pn�1(E,Ψ). We now
compute the map L1(E,Ψ) → L0(C, Ϙ), the case of general i ∈ ℤ follows by shifting the quadratic func-
tor. That any Poincaré object (X, q) ∈ Pn(E,Ψ[−1]) can be lifted to some (Y , q′) ∈ Fm(D,Φ[−1]) is an
application of Lemma 4.4.3 (with K = ∅).

Now regarding the map (Y → 0, q′) as a surgery datum in Surg0(D,Φ) we can apply Proposition 2.4.3
to obtain a cobordism from 0 to the result of surgery, which is )(Y , q′). We can regard this cobordism
as an element of Pn(�1(D,Φ)) and thus as a path in L(D,Φ). By construction this path lifts the loop in
L(E,Ψ) defined by X via the consideration in the first paragraph. Therefore its endpoint cof(Y → D

Ϙ[−1]Y )
represents the image of (X, q) under the boundary map as claimed. �

4.4.9. Remark. In [Lur11, Lecture 20] Lurie gives yet another definition of the L-theory spectrum, by
directly constructing an excisive functor Sf in∗ → S, whose value on the one point space is L(C, Ϙ). However,
while certainly true it is never justified in [Lur11], that the functor constructed evaluates to L(C, Ϙ[i]) on the
i-sphere.

Now by construction there is a natural transformation Pn ⇒ L ≃ Ω∞ L, which uniquely extends to a
transformation

(67) bord∶ GW ⇒ L

of functors Catp∞ → Sp by Corollary 4.2.2. We record, see Corollary 3.6.20:

4.4.10. Corollary. Under the identifications of Theorem 3.1.9 the map

bord∶ �0 GW(C, Ϙ) → �0 L(C, Ϙ)

becomes the canonical projectionGW0(C, Ϙ) → L0(C, Ϙ). Similary, for i > 0 the induced map�−i GW(C, Ϙ) →
�−i L(C, Ϙ) is identified with the identity of L0(C, Ϙ

[i]) by Proposition 3.4.7.

4.4.11. Remark. While the map bord∶ GW(C, Ϙ) → L(C, Ϙ) is most easily constructed via the universal
property of GW, it is also easy to obtain a direct map between these spectra when defining them via the
Q- and �-constructions: Consider the map of cosimplicial objects � ∶ (sdΔn)op → TwAr(Δn), that sends
a non-empty subset T ⊆ [n] to the pair (minT ≤ maxT ). It is an isomorphism in degrees 0 and 1 and in
degree 2 it sends a diagram

v ×y w

v w

x y z

in Q2(C, Ϙ
[1]) to

y

x z

v ×y w

v w

v ×y w

in �2(C, Ϙ
[1]). The analogous operation on manifold cobordisms takes two composable cobordisms to the

2-ad given by the cartesian product of their composition with an interval; the ad-structure is given (after
smoothing corners) by decomposing the boundary into the original two cobordisms, represented along the
diagonal edges, and their composite given by the lower horizontal edge. In general then, the transformation
� ∶ Q ⇒ � regards n composable 1-ads as a special case of an n-ad.
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Now � induces a map

GW(C, Ϙ) = Ω|PnQ(C, Ϙ[1])| Ω|�|
←←←←←←←←←←←←←←←←←→ Ω|Pn�(C, Ϙ[1])| )

←←←←←←→ |Pn�(C, Ϙ)| = L(C, Ϙ)

and thus a map � ∶ GW = ℂobGW ⇒ ℂobL = L. Using Proposition 3.1.10 it is not difficult to check,
that this map satisfies the universal property defining bord. Since we shall not have to make use of that
statement, we leave the details to the reader.

We now turn to the main result of this section:

4.4.12. Theorem. The transformation bord exhibitsL as the bordification ofGW. In particular,L∶ Catp∞ →

Sp is the initial bordism invariant, additive functor equipped with a transformation Pn ⇒ Ω∞ L of functors

Catp
∞

→ S.

From Theorem 3.5.9 we also find that L∶ Catp∞ → S is the initial bordism invariant, additive functor
under either Pn or GW.

Proof. We give two proofs of the first statement. The second is then immediate from Corollary 4.2.2.
The first argument employs the formula of Definition 3.6.10 in terms of the ad-construction for bordi-

fications: The natural equivalence of Poincaré ∞-categories �n Qm(C, Ϙ) ≃ Qm �n(C, Ϙ) identifies L(C, Ϙ)
with the geometric realisation of the simplicial spectrum GW(�(C, Ϙ)) in the category of prespectra. Since
the result is already an Ω-spectrum we have that L(C, Ϙ) is also the geometric realisation of GW(�(C, Ϙ)) in
Sp. We obtain a natural identification L ≃ |GW �| = ad(GW), which gives the claim by Corollary 3.6.13.

We can also employ the stab-construction: By Proposition 3.5.8, the map bord factors over a map

colim
d

S
d ⊗ GW(C, Ϙ[−d]) ⟶ L(C, Ϙ).

But it follows from Corollary 4.4.10 and Corollary 3.6.20 that this map is an isomorphism on homotopy
groups. By Corollary 3.6.19 the claim follows a second time. �

4.4.13. Remark. Under the analogy between GW(C, Ϙ[−d]) and MTSO(d) (see Remarks 4.2.4 and 4.3.2)
the equivalence

colim
d

S
d ⊗ GW(C, Ϙ[−d]) ≃ L(C, Ϙ)

corresponds to the canonical equivalence

colim
d

S
d ⊗MTSO(d) ≃ MSO,

whose proof is an elementary manipulation of Thom spectra (see [GTMW09, Section 3]). In particular, the
role of the spectrumMSO is played byL(C, Ϙ) in our theory; even its definition in terms of the �-construction
is modelled on Quinn’s construction of the ad-spectrum of manifolds ΩSO, whose homotopy groups by
construction are the cobordism groups. The second proof of the above theorem is then a translation of the
well-known equivalence

colim
d

S
d ⊗ ℂobd ≃ ΩSO

from geometric topology; using the main result of [Ste18] this identification can in fact be achieved without
reference to Thom spectra whatsoever and therefore used to deduce the equivalence MSO ≃ ΩSO, i.e.
the Pontryagin-Thom theorem, from the equivalences ℂobd ≃ MTSO(d) of Bökstedt, Galatius, Madsen,
Tillmann and Weiss.

Now since the functor (C, Ϙ) ↦ K(C, Ϙ)tC2 is bordism invariant by Example 3.5.6 the composite GW
fgt
⇒

KhC2 ⇒ KtC2 factors uniquely over a map Ξ∶ L ⇒ KtC2 and we obtain the main result of this paper:

4.4.14. Corollary (The fundamental fibre square). The natural square

(68)

GW(C, Ϙ) L(C, Ϙ)

K(C, Ϙ)hC2 K(C, Ϙ)tC2

bord

fgt Ξ
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is bicartesian for every Poincaré ∞-category (C, Ϙ) and in particular, there is a natural fibre sequence

(69) K(C, Ϙ)hC2

hyp
←←←←←←←←←←←←←←→ GW(C, Ϙ)

bord
←←←←←←←←←←←←←←←←←→ L(C, Ϙ).

Proof. Apply Corollary 3.6.7 in combination with Corollary 4.3.1 and Theorem 4.4.12. �

We will exploit this result to give computations of Grothendieck-Witt groups of discrete rings in Paper
[III], and solve the homotopy limit for number rings. For now we record:

4.4.15. Corollary. The functor GW∶ Catp∞ → Sp is Verdier-localising.

Proof. Given Corollary 4.4.6, we need only recall that K-theory is a Verdier-localising functor K → Sp (as
by Proposition 1.1.4 the underlying sequence of a Poincaré-Verdier sequence is indeed a Verdier sequence).
One way to obtain a proof of this from the literature is as the combination of

i) the non-connectiveK-theory functorK taking Karoubi sequences to fibre sequences [BGT13, Section
9]

ii) the cofinality theorem, i.e. the map K(C) → K(Cidem) inducing an isomorphism on positive homotopy
groups and an injection in degree 0 [Bar16, Theorem 10.19]

iii) its consequence Ω∞K(C) ≃ K(Cidem), and finally,
iv) Thomason’s classification of dense subcategories Theorem A.3.2, i.e. that for a dense stable subcate-

gory C ⊆ D, we have c ∈ C if and only if [c] is in the image of K0(C) → K0(D).

Together these statements imply that that for a Verdier-sequence C → D → E the maps

K(C) ⟶ f ib(K(D) → K(E)) → K(C)

are both isomorphisms in positive degrees, injective in degree 0 and that the images of the right hand map
and the composite in K0(C) agree. Since K(C) is connective, this gives the claim. �

4.4.16. Remark. This circuitous route to the Verdier-localisation property of connective K-theory is ne-
cessitated only by the restriction to idempotent complete categories in [BGT13]. In truth, it is a higher
categorical version of Waldhausen’s fibration theorem (though of a flavour different from [Bar16, Theorem
8.11]) which gives this statement in one fell swoop. We do not, however, know of a reference where this is
spelled out.

Now, by construction the composite

K(C, Ϙ)hC2

hyp
←←←←←←←←←←←←←←→ GW(C, Ϙ)

fgt
←←←←←←←←←←←←→ K(C, Ϙ)hC2

is the norm map of the C2-spectrum K(C, Ϙ) ∈ SphC2 . In particular, it is split after inverting 2 by the
canonical maps

K(C, Ϙ)hC2 ⟶ K(C, Ϙ) ⟶ K(C, Ϙ)hC2

divided by 2. But then also the fibre sequence

K(C, Ϙ)hC2

hyp
←←←←←←←←←←←←←←→ GW(C, Ϙ)

bord
←←←←←←←←←←←←←←←←←→ L(C, Ϙ)

splits after inverting 2 and we obtain:

4.4.17. Corollary. There is a canonical equivalence

GW(C, Ϙ)[ 1
2
] ≃ K(C, Ϙ)[ 1

2
]hC2

⊕ L(C, Ϙ)[ 1
2
]

natural in the Poincaré ∞-category (C, Ϙ) and in particular

GWi(C, Ϙ)[
1

2
] ≅ Ki(C)[

1

2
]C2

⊕ L(C, Ϙ)[ 1
2
].

Proof. Only the final statement remains, and this follows immediately from the former and the collapse of
the homotopy orbit spectral sequence of a C2-spectrum in which 2 is invertible to its edge. �

As a consequence of Corollary 1.4.9, we obtain localisation properties of Grothendieck-Witt spectra,
which will form the basis of our analysis of the Grothendieck-Witt groups of Dedekind rings in the third
paper of this series, see Corollary [III].2.1.9.

From Proposition 1.4.8 we then immediately obtain:
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4.4.18. Corollary. Let A be a discrete ring, M a discrete invertible module with involution over A, c ⊂
K0(A) a subgroup closed under the involution induced byM and S ⊆ A a multiplicative subset compatible

with M , such that (A, S) satisfies the left Ore condition. Let, furthermore, Dc(A)S denote the full subcat-

egory of Dc(A) spanned by the S-torsion complexes. Then the inclusion and localisation functors fit into

fibre sequences

GW(Dc(A)S , Ϙ
≥m
M

) ⟶ GW(Dc(A), Ϙ≥m
M

) ⟶ GW(Dim(c)(A[S−1]), Ϙ≥m
M [S−1]

)

for all m ∈ ℤ ∪ {±∞}.

For the compatibility condition between the multiplicative subset and the invertible module confer Def-
inition 1.4.3 and Example 1.4.4.

In particular, one obtains a fibre sequence

GW(Df (A)S , Ϙ
≥m
M

) ⟶ GW(Df (A), Ϙ≥m
M

) ⟶ GW(Df (A[S−1]), Ϙ≥m
M [S−1]

)

though this generally fails for Dp in place of Df , but see Remark 4.4.20 below. Upon taking connective
covers, the case of commutativeA is for example also imply by [Sch17]. We similarly obtain fibre sequences

L(Dc(A)S , Ϙ
≥m
M

) ⟶ L(Dc(A), Ϙ≥m
M

) ⟶ L(Dim(c)(A[S−1]), Ϙ≥m
M [S−1]

),

which upon investing our identification of the genuine L-spectra in the third installment of this series, see
Theorem [III].1.2.18, recover localisation sequences of Ranicki’s, see [Ran81, Section 3.2].

4.4.19. Remark. By Corollary 1.4.6, the quadratic variant of Corollary 4.4.18 actually works for an arbitrary
E1-ring spectrumA and an invertible moduleM with involution overA, but for the symmetric and genuine
variants, one has to require further conditions. We leave details to the interested reader, as we shall have no
need for that generality.

4.4.20. Remark. By the cofinality theorem the map Ki(D
c(R)) → Ki(D

p(R)) = Ki(R) induces an iso-
morphism i > 0 and is the inclusion c → K0(R) for i = 0. We will show a hermitian analogue in the
fourth installment of this series, namely that for any pair of involution-closed subgroups c ⊆ d ⊆ K0(R)
the squares

GW(Dc(R), Ϙ) GW(Dd(R), Ϙ) L(Dc(R), Ϙ) L(Dd(R), Ϙ)

K(Dc(R),DϘ)
hC2 K(Dd(R),DϘ)

hC2 K(Dc(R),DϘ)
tC2 K(Dd(R),DϘ)

tC2

are cartesian, see Theorem [IV].2.1.3. It follows that there are fibre sequences

GW(Dc(R), Ϙ) ⟶ GW(Dd(R), Ϙ) ⟶ H(d∕c)hC2

L(Dc(R), Ϙ) ⟶ L(Dd(R), Ϙ) ⟶ H(d∕c)tC2 .

In particular, the map GWi(D
c(R), Ϙ) ⟶ GWi(D

d(R), Ϙ) is an isomorphism for positive i and injective
for i = 0. On the L-theoretic side, we recover Ranicki’s Rothenberg-sequences

… ⟶ Li(D
c(R), Ϙ) ⟶ Li(D

d(R), Ϙ) ⟶ Ĥ−i(C2; d∕c) ⟶ Li−1(D
c(R), Ϙ) ⟶ …

[Ran80, Proposition 9.1].

In a similar vein, one can compare localisations along a ring homomorphism:

4.4.21. Proposition. Let p ∶ A → B be a homomorphism of discrete rings, M and N discrete invertible

modules with involution over A and B, respectively, � ∶ M → N a group homomorphism that is p ⊗ p-

linear, S ⊆ A a subset and m ∈ ℤ ∪ {±∞}. Then if

i) the map B ⊗AM → N induced by � is an isomorphism,

ii) the subset S is compatible with M ,

iii) for every s ∈ S the induced map p∶ A ⫽ s → B ⫽ p(s) on cofibres of right multiplication by s and

p(s), respectively, is an equivalence in D(A),
iv) the pairs (S,A) and (p(S), A) both satisfy the left Ore condition, and
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v) the boundary map Ĥ−m(C2, N[p(S)−1]) → Ĥ−m+1(C2,M) in Tate cohomology of the short exact

sequence

M
(−�,can)
←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→N ⊕M[S−1]

(can,�)
←←←←←←←←←←←←←←←←←←←←←←←←→N[p(S)−1]

vanishes,

the square

(Dc(A), Ϙ≥m
M

) (Dim(c)(A[S−1]), Ϙ≥m
M [S−1]

)

(Dp(c)(B), Ϙ≥m
N

) (Dim(p(c))(B[p(S)−1]), Ϙ≥m
N[p(S)−1]

)

is a Poincaré-Verdier square for every subgroup c ⊆ K0(A) stable under the involution induced byM , and

so in particular becomes cartesian after taking either GW-, K- or L-spectra.

Here, condition v) is to be interpreted as vacuous of m = ±∞. Note also that condition iv) is equivalent
to requiring that p induces an isomorphism on kernels and cokernels of right multiplication by any s ∈ S.

The K-theoretic part is a classical result of Karoubi, Quillen and Vorst, see [Vor79, Proposition 1.5], and
investing the identification of theL-spectra from the third installment in this series, see Theorem [III].1.2.18,
the L-theoretic part recovers analogous result of Ranicki [Ran81, Section 3.6].

Proof. Let us start out by observing that the diagram

A A[S−1]

B B[p(S)−1]

is cartesian in D(A): Denoting the top horizontal fibre by F , this is equivalent to the assertion that F →

B ⊗L

A
F is an equivalence in D(A), but combining Example 1.4.2 with assumptions iii) and iv) this holds

for any object of D(A)S . Tensoring the square with M (over A) then produces the short exact sequence
appearing in v). Furthermore, from the Ore conditions we also find that the natural map B ⊗L

A
A[S−1] →

B[p(S)−1] is an equivalence. It is then readily checked that p(S) is compatible with N .
Now, the rows of the diagram of Poincaré ∞-categories

(Dc(A)S , Ϙ
≥m
M

) (Dc(A), Ϙ≥m
M

) (Dim(c)(A[S−1]), Ϙ≥m
M [S−1]

)

(Dp(c)(B)p(S), Ϙ
≥m
N

) (Dp(c)(B), Ϙ≥m
N

) (Dim(p(c))(B[p(S)]−1), Ϙ≥m
N[p(S)−1]

)

are Poincaré-Verdier sequences by Proposition 1.4.8, and the vertical maps are Poincaré functors on account
of assumption i), see Lemma [I].3.3.3, and the right hand square is Ind-adjointable: The square formed by
the horizontal right adjoints on inductive completions identifies with the (a priori only lax-commutative)
diagram

D(A) D(A[S−1])

D(B) D(B[p(S)−1]),

B⊗L

A
−

fgt

B[p(S)−1]⊗L

A[S−1]
−

fgt

with structure map given by the natural map B ⊗L

A
X → B[p(S)−1]⊗L

A[S−1]
X for X ∈ D(A[S−1]). Since

both sides commute with colimits it suffices to establish that this map is an equivalence for X = A[S−1],
which we observed above.

We now claim that the left hand vertical map is an equivalence of Poincaré ∞-categories, whence
Lemma 1.5.3 gives the claim. The fact that the underlying functor of stable ∞-categories is an equiva-
lence follows from assumption i): By Example 1.4.2 the categories Dp(A)S and Dp(B)p(s) are generated by
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the objectsA⫽s andB⫽p(s) under shifts, retracts and finite colimits, so the functor is essentially surjective
and full faithfulness can be tested on these generators, where we compute

HomA(A⫽ s, A⫽ t) ≃ HomA(A ⫽ s, B ⫽ p(t)) ≃ HomB(B ⫽ p(s), B ⫽ p(t)).

See also [LT19, Proposition 1.17] for an alternative argument that the underlying square of ∞-categories is
cartesian. It remains to check that the natural map Ϙ≥m

M
(X) → Ϙ≥m

N
(p!X) induced by � is an equivalence for

all X ∈ Dp(A)S . For m = ±∞ this follows from the fact that p! is a Poincaré functor and an equivalence
on underlying ∞-categories, as this evidently implies that (p, �)! induces an equivalence on bilinear parts.
We are thus reduced to considering the linear parts for finite m. Using the adjunction p! ⊢ p∗, we have to
show that for every S-torsion perfect complex of A-modulesX, the map

homA(X, �≥m(M
tC2 )) ⟶ homA(X, p

∗�≥m(N
tC2))

induced by � is an equivalence. Since the category D
p

S
(A) in generated under finite colimits and desuspen-

sions by objects of the form A⫽ s = cof(A
⋅s
→ A) one can equivalently show that every element s ∈ S acts

invertibly on Fm = cof
(
�≥m(M

tC2 ) → f ∗�≥m(N
tC2)

)
, i.e. that the canonical map

Fm ⟶ Fm[S
−1]

is an equivalence. We note that Fm → F−∞ induces an isomorphism on homology groups in degrees larger
than m, and that there is an exact sequence

0 ⟶ Hm(Fm) ⟶ Hm(F−∞) ⟶ K ⟶ 0,

where
K = ker

(
Ĥ−m+1(C2;M) → Ĥ−m+1(C2;N)

)
.

From the fact that the bilinear parts of the two functors agree, we find thatS acts invertibly onF−∞. Hence it
remains to show thatS acts invertibly on Hm(Fm). The above short exact sequence maps into its localisation
at S. Since this localisation is an exact functor, the snake lemma implies that it suffices to check that the
map K → K[S−1] is injective. Writing M[S−1] as (R[S−1] ⊗ R[S−1]) ⊗R⊗R M and likewise for N ,
using assumption ii), we find that

K[S−1] = ker
(
Ĥ−m+1(C2;M[S−1]) → Ĥ−m+1(C2;N[p(S−1)])

)
,

since Tate cohomology commutes with filtered colimits in the coefficients (see the discussion in the proof
of Proposition 1.4.8). The kernel of K → K[S−1] therefore canonically identifies with the kernel of

Ĥ−m+1(C2;M) ⟶ Ĥ−m+1(C2;N ⊕M[S−1])

which vanishes by assumption v). �

As the simplest non-trivial special case we for example obtain:

4.4.22. Corollary. Let R be a discrete commutative ring, M an invertible R-module with an R-linear in-

volution, f, g ∈ R elements spanning the unit ideal and c ⊆ K0(R) closed under the involution associated

to M . Then the square

GW(Dc(R), Ϙ≥m
M

) GW(Dim(c)(R[ 1
f
]), Ϙ≥m

M [1∕f ]
)

GW(Dim(c)(R[ 1
g
]), Ϙ≥m

M [1∕g]
) GW(Dim(c)(R[ 1

fg
]), Ϙ≥m

M [1∕fg]
)

and the analogous squares in K and L-theory are cartesian.

Proof. We verify conditions i) through v) of the previous proposition. The first and fourth are obvious
and the second is implied by the two R-module structures on M agreeing. For the third one simply notes
that g acts invertibly on R ⫽ f , since with f and g also any powers thereof span the unit ideal. To verify
the final condition recall that Tate cohomology groups over C2 with coefficients in M are 2-periodic with
values alternating between the kernels of the norm map idM ± � ∶ MC2

→ MC2 . Thus we may check that
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M →M[1∕f ]⊕M[1∕g] induces injections on both these kernels. But taking coinvariants commutes with
localisation at both f and g, so the map in question is injective on the entire coinvariants. �

In completely analogous fashion one can treat the inversion of some prime l in R → R∧
l

, leading to a
localisation-completion square, see Proposition [III].2.1.12, and also the case of localisation of rings with
involution at elements invariant under the involution, but let us refrain from spelling this out here.

4.5. The real algebraic K-theory spectrum and Karoubi periodicity. Just as in §3.7, the fundamental
fibre square can be cleanly encapsulated as the isotropy separation square of a genuine C2-spectrum:

4.5.1. Definition. We define the real algebraicK-theory spectrum KR(C, Ϙ) of a Poincaré∞-category (C, Ϙ)
to be the genuine C2-spectrum GWghyp(C, Ϙ).

In particular, from Corollary 3.7.4 we obtain:

4.5.2. Corollary. The real algebraic K-theory spectra define an additive functor

KR∶ Catp∞ ⟶ SpgC2 ,

such that

uKR ≃ K, KRgC2 ≃ GW and KR'C2 ≃ L,

where u∶ SpgC2 → SphC2 denotes the functor extracting the underlying C2-spectrum, and (−)gC2 and

(−)'C2 ∶ SpgC2 → Sp denote the genuine and geometric fixed points, respectively. Furthermore, the isotropy

separation square associated to KR(C, Ϙ) is naturally equivalent to the fundamental fibre square of (C, Ϙ).

And from Theorem 3.7.7 we succinctly find:

4.5.3. Corollary. There are canonical equivalences

KR(C, Ϙ[1]) ≃ S
1−� ⊗ KR(C, Ϙ)

natural in the Poincaré ∞-category (C, Ϙ). In particular, any equivalence (C, Ϙ) → (C, Ϙ[k]) induces a

periodicity equivalence

KR(C, Ϙ) ≃ S
k−k� ⊗ KR(C, Ϙ).

4.5.4. Corollary. LetR be a complex oriented E1-ring, for example a discrete ring,M an invertible module

with involution over R and c ⊆ K0(R) a subgroup closed under the involution induced by M . Then there

are canonical equivalences

KR(ModcR, Ϙ
s
−M

) ≃ S
2−2� ⊗ KR(ModcR, Ϙ

s
M
) and KR(ModcR, Ϙ

q

−M
) ≃ S

2−2� ⊗ KR(ModcR, Ϙ
q

M
),

and if R is furthermore connective also

KR(ModcR, Ϙ
≥m+1
−M

) ≃ S
2−2� ⊗ KR(ModcR, Ϙ

≥m
M

).

In particular, we obtain the following periodicity result:

4.5.5. Corollary (Karoubi periodicity). Let R be a complex oriented E1-ring, for example a discrete ring,

M an invertible module with involution over R and c ⊆ K0(R) a subgroup closed under the involution

induced by M . Then the genuine C2-spectra

KR(ModcR, Ϙ
s
M
) and KR(ModcR, Ϙ

q

M
)

are (4 − 4�)-periodic, and even (2 − 2�)-periodic if R is real oriented. For connective, complex oriented

R we, furthermore, have

KR(ModcR, Ϙ
gq

M
) ≃ S

4−4� ⊗ KR(ModcR, Ϙ
gs

M
).

Passing to geometric fixed points extends the classical periodicity of Ranicki from the case of discrete
rings:
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4.5.6. Corollary (Ranicki periodicity). LetR be a complex orientedE1-ring, for example a discrete ring,M
an invertible module with involution over R and c ⊆ K0(R) a subgroup that is closed under the involution

induced by M . Then there are canonical equivalences

L(ModcR, Ϙ
s
−M

) ≃ S
2 ⊗ L(ModcR, Ϙ

s
M
) and L(ModcR, Ϙ

q

−M
) ≃ S

2 ⊗ L(ModcR, Ϙ
q

M
).

In particular,

L(ModcR, Ϙ
s
M
) and L(ModcR, Ϙ

q

M
)

are 4-periodic and ifR is real orientable, for example a discrete ring of characteristic 2, they are 2 periodic.

Furthermore, for connective complex oriented R we have

L(ModcR, Ϙ
gq

M
) ≃ S

4 ⊗ L(ModcR, Ϙ
gs

M
).

Of course this corollary can also easily be obtained straight from the shifting behaviour of bordism
invariant functors.

Let us also mention immediately, that the genuine L-spectra really are not periodic in general, as we will
show in Paper [III] of this series by explicit computation of L(Mod!

ℤ
, Ϙgs).

Similarly, it follows from [WW14, Theorem 4.5], that L(Mod!
S
, Ϙs) is not periodic, we will explain this

in Remark 4.6.5 below. Consequently, some assumption like complex orientability, or more precisely a
Thom isomorphism for the vector bundle 
⊕k

1
→ BC2 for some k, is a definite requirement for a periodicity

statement even for the symmetric Poincaré structure.

Let us finally state the case of form parameters discussed at the end of §4.3. The equivalence
(
Dp(R), (Ϙ

g�

M
)[2]

)
⟶

(
Dp(R), Ϙ

g�̌

−M

)
.

associated to a form parameter

MC2

�
←←←←←←→ Q

�
←←←←←←→MC2

with second map injective and dual

(−M)C2
⟶M∕Q ⟶ (−M)C2

gives:

4.5.7. Corollary. For a discrete ring R, a discrete invertible module with involutionM over R, a subgroup

c ⊆ K0(R) closed under the involution induced by M and a form parameter � = (Q, �, �) on M with �
injective, there is a canonical equivalence

KR(Dc(R), Ϙ
g�̌

−M
) ≃ S

2−2� ⊗ KR(Dc(R), Ϙ
g�

M
).

In particular, we find

L(Dc(R), Ϙ
g�̌

−M
) ≃ S

2 ⊗ L(Dc(R), Ϙ
g�

M
)

by passing to geometric fixed points (or directly from bordism invariance of L-theory). Note also, that this
corollary can be applied twice whenever the dual form parameter (−M)C2

→ M∕Q → (−M)C2 again has
its second map injective. This is the case if and only if �∶ Q → MC2 is an isomorphism, in which case
Ϙ
g�

M
= Ϙ

gs

M
per construction. We thus find equivalences

S
4 ⊗ L(Dc(R), Ϙ

gq

M
) ≃ S

2 ⊗ L(Dc(R), Ϙ
ge

−M
) ≃ L(Dc(R), Ϙ

gs

M
),

as claimed in the introduction.

4.6. LA-theory after Weiss and Williams. In this final subsection, we would like to relate the fundamental
fibre square to the LA-spectra arising in the work of Weiss and Williams [WW14]. We start by comparing
the map Ξ∶ L ⟶ KtC2 appearing in Corollary 4.4.14 with the map L ⟶ KtC2 constructed by Weiss and
Williams in [WW98, Section 9]. Translated to our set-up, they consider the map

L(C, Ϙs) = |Cr�(C, Ϙs)hC2 | ⟶ Ω|Cr Q �(C, Ϙs)hC2| ⟶ Ω∞ad(KhC2)(C, Ϙs),

where the second map is a colimit-limit interchange and the first is the realisation (in the �-direction) of the
structure maps for the group completions of the additive functor CrhC2 ; here Ϙs denotes the symmetrisation
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of an hermitian structure Ϙ on C, given by Ϙs(X) = BϘ(X,X)hC2 as in Example [I].1.1.17. Precomposing
with the composite

Pn(C, Ϙ) ⟶ L(C, Ϙ)
fgt
←←←←←←←←←←←←→ L(C, Ϙs)

and unwinding definitions this is the same as

Pn(C, Ϙ) ⟶ GW(C, Ϙ) ⟶ |GW �(C, Ϙ)| fgt
←←←←←←←←←←←←→ |K �(C, Ϙs)hC2| ⟶ Ω∞ad(KhC2)(C, Ϙs).

The latter part of this composite can in turn be rewritten as

GW(C, Ϙ) ≃ Ω∞GW(C, Ϙ) ⟶ Ω∞adGW(C, Ϙ)
fgt
←←←←←←←←←←←←→ Ω∞ad(KhC2)(C, Ϙs).

Now, the canonical map ad(KhC2)(C, Ϙ) → ad(KhC2)(C, Ϙs) is an equivalence, so the forgetful map is nothing
but Ω∞Ξ∶ Ω∞ L(C, Ϙ) → Ω∞ K(C, Ϙ)tC2 under the identifications of Corollary 3.6.13 and Theorem 4.4.12.
By the universal property of L-theory in Theorem 4.4.12, we conclude that the Weiss-Williams map L ⇒

KtC2 agrees with ours.

4.6.1. Corollary. For a space B ∈ S and a stable spherical fibration � over B the spectrum GW(Sp!B , Ϙ
r
�
),

identifies with Weiss’ and Williams’ LAr(B, �), where r ∈ {s, v, q}, i.e. either of symmetric, visible or

quadratic. In particular, we find equivalences

Ω∞−1LAr(B, �) ≃ |Cob(Sp!B , Ϙr�)|.
We think of the displayed equivalence as a cycle model for the left hand object, which seems to be new.

In particular, specialising to B =∗ we find that the −1st infinite loop spaces of

GW(Sp!, Ϙs) ≃ LAs(∗) and GW(Sp!, Ϙu) ≃ LAv(∗),

where Ϙu ∶ (Sp!)op → Sp is the universal hermitian structure of §[I].4.1, are the homotopy types of the
cobordism categories of Spanier-Whitehead selfdual spectra, and selfdual spectra equipped with a lift along

DSX → (DSX)∧
2
≃ homSp(X,DSX)tC2

of the image of the selfduality map, respectively.

4.6.2. Remark. Here we applied a naming scheme similar to Lurie’s suggestion of writing Lq(R) and Ls(R)
instead of Ranicki’sL∙(R) andL∙(R) for what we would systematically callL(Dp(R), Ϙ

q

R
) andL(Dp(R), Ϙs

R
).

In [WW14] the spectra LAq(B, �),LAv(B, �) and LAs(B, �) are called LA∙(B, � ⊗Sd , d), VLA∙(B, � ⊗
Sd , d) and LA∙(B, � ⊗ Sd , d), where d is the dimension of �.

Proof. The spectra LAr(B, �) are defined by certain pullbacks [WW14, Definition 9.5]

LAr(B, �) Lr(B, �)

A(B, �)hC2 A(B, �)tC2,

Ξ

which we claim correspond precisely to our fundamental fibre square Corollary 4.4.14 for (Sp!B , Ϙ
r
�
).

As we detailed in Section [I].4.4, the sets of quadratic, symmetric and visible Poincaré objects that Weiss
and Williams consider canonically map to Pn(Sp!B , Ϙ

r
�
) for the appropriate value of r. Since they define their

L-spaces by a point-set implementation of the �-construction, that are then delooped by shifting the duality,
see [WW98, Sections 10 & 11], there result comparison maps between the L-spectra, that are equivalences
by [I].4.4.12 and [I].4.4.14. As we identified the map Ξ occuring in the definition of the LA-spectra with
ours above, we obtain the claim from the well-known equivalence A(B) ≃ K(Sp!B).

For completeness’ sake let us give a reader’s digest of the comparison of Poincaré objects. Weiss and
Williams work in the dual set-up, i.e. they describe Poincaré objects via their coforms, rather than forms.
Translated to modern language they consider the functor

Sp!B ⟶ SphC2 , E ⟼ M(E ⊗B E ⊗B �),

where M∶ SpB → Sp is the Thom spectrum functor (corresponding to colim∶ Fun(B, Sp) → Sp), and
define symmetric and quadratic coforms objects on some E ∈ Sp!B by forming homotopy fixed points and
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orbits, respectively. The translation to our language is achieved via the Costenoble-Waner duality equiva-
lence

DB ∶ (Sp!B)
op

→ Sp!B ,

i.e. the duality associated to Ϙs
SB

, see Corollary [I].4.4.3: Indeed, one calculates that

BϘ� (DBE,DBF ) ≃ M(E ⊗B F ⊗B �),

for perfect E, F ∈ SpB . To define visible coforms they upgrade M(E ⊗B E ⊗B �) to a genuine C2-
spectrum, i.e. a relative version of the Hill-Hopkins-Ravenel norm (though for perfect objects it is much
easier to construct and analyse). They then take a visible coform on some E ∈ Sp!B to be an element of
Ω∞M(E⊗BE⊗B�)

gC2 . Just as in the absolute setting, the geometric fixed points of this genuine refinement
are given by M(E ⊗B �) and the natural map to M(E ⊗B E ⊗B �)

tC2 is induced by the Tate diagonal, see
[I].4.4.13. Now one readily calculates

ΛϘv
�
(DBE) ≃ M(E ⊗B �),

whence we obtain an identification between the isotropy separation square of M(E ⊗B E ⊗B �) and

Ϙ
v
�
(DBE) ΛϘv

�
(DBE)

BϘv
�
(DBE,DBE)

hC2 BϘv
�
(DBE,DBE)

tC2 ,

which gives the claim also in this final case. �

4.6.3. Remark. In subsequent work, we will construct for � a stable −d-dimensional vector bundle over B
a functor

Cob
�
d
→ Cob(Sp!B , Ϙ

v
�
)

from the geometric, normally-� oriented cobordism category into algebraic cobordism category of parametrised
spectra over B. Through the equivalence

Ω∞LAv(B, �) ≃ Ω|Cob(Sp!B , Ϙv�)|
this provides a factorisation of the Weiss-Williams map

BTop�(M) ⟶ Ω∞LAv(B, �)

whenever M is a closed �-oriented manifold with stable normal bundle �M , through the geometric cobor-
dism category Cob

�
d
; here Top�(M) denotes the E1-group of �-oriented homeomorphisms of M . Now the

homotopy type of the cobordism category is excisive in the bundle data by the main result of [KGL18],
which was exploited by Raptis and the ninth author in the K-theoretic context for a new proof of the Dwyer-
Weiss-Williams index theorem [RS17]. One can now follow their strategy so as to provide a canonical lift of
the map Ω|Cob�

d
| → Ω∞LAv(B, �) into the the source of the assembly map of LAv. Inserting � = �M , the

stable normal bundle ofM , there results a new perspective on substantial parts of [WW14] and by compat-
ibility with the classical comparison between block homeomorphism and L-spaces also on Waldhausen’s
map

T̃op(M)∕Top(M) ⟶ Wh(M)hC2
,

into the (topological) Whitehead spectrum of M , by investing the fundamental fibre sequence.

We offer one application of the identificationGW(Sp!, Ϙu) ≃ LAv(∗). To this end recall that the functors
GW0 and L0 and K0 ∶ Catp∞ → Ab are compatibly lax symmetric monoidal for the tensor product of Catp∞
and that (Sp!, Ϙu) is the unit of the tensor product on Catp∞. Hence there are rings maps

K0(Sp
!)

fgt
←←←←←←←←←←←←← GW0(Sp

!, Ϙu)
bord
←←←←←←←←←←←←←←←←←→ L0(Sp

!, Ϙu).

Abbreviating the underlying spectra to K(S), GWu(S) and Lu(S), and similarly their homotopy groups, we
have:
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4.6.4. Proposition. There is a commutative diagram with vertical maps isomorphisms

ℤ ℤ[e, ℎ]∕I ℤ[e]∕(e2 − 8e)

K0(S) GWu
0
(S) Lu

0
(S)

8↤e, 2↤ℎ e↦e, ℎ↦0

where e and ℎ denote the classes of the spherical E8-lattice and hyp(S), respectively, and I is the ideal

generated by e2 − 8e, ℎ2 − 2ℎ and eℎ − 8ℎ.

Furthermore, there are canonical isomorphisms

GWu
−i(S) ≅ Lu

−i(S) ≅ L
q
−i
(ℤ)

for i > 2 induced by the comparison maps with quadratic L-theory of the sphere spectrum, whereas

GWu
−1
(S) and GWu

−2
(S) both vanish.

The calculation of K0(S) = �0A(∗) is of course due to Waldhausen and the calculation of Lu
0
(S) is due

to Weiss-Williams (due to the identification Lu(S) = L(Sp!, Ϙv
S
)).

Without multiplicative structures the result says that GWu
0
(S) is free of rank 3 generated by the Poincaré

spectra hyp(S), (S, idS) and the spherical lift of the E8-lattice. In particular, as already observed by Weiss
and Williams, the equality [E8] = 8[ℤ, idℤ] in the symmetric (Grothendieck-)Witt-group of the integers (a
consequence of the classification of indefinite forms over ℤ through rank, parity and signature) does not lift
to the sphere spectrum.

Proof. We first identify the underlying abelian groups in all cases. From Corollary 4.4.14 we have a fibre
sequence

K(S)hC2
⟶ GWu(S) ⟶ Lu(S),

which we identified with
A(∗)hC2

⟶ LAv(∗) ⟶ Lv(∗)

above. Using the former naming, Weiss and Williams constructed a fibre sequence

Lq(S) ⟶ Lu(S) ⟶ S⊕MTO(1),

by identifying the latter term with visible, normal (or hyperquadratic) L-theory of the sphere in [WW14,
Theorem 4.3]. By the algebraic �-�-theorem the base change map

Lq(S) ⟶ Lq(ℤ)

is an equivalence; this appears for example as [WW89, Proposition 6.2], a proof in the present language is
given in [Lur11, Lecture 14] and we will also derive it in the third installement of this series, see Corol-
lary [III].1.2.24. We thus obtain an exact sequence

0 ⟶ Lu
1
(S) ⟶ �1(S⊕MTO(1)) ⟶ ℤ ⟶ Lu

0
(S) ⟶ �0(S⊕MTO(1)) ⟶ 0,

since the odd quadratic L-groups of the integers vanish, whereas Lq

0
(ℤ) = ℤ, spanned by the E8-lattice.

Thus we also find that Lq

0
(S) is spanned by a spherical lift of E8 (note that �0Ϙ

q(S⊕i) → �0Ϙ
q(ℤi) is always

an isomorphism, so this lift is unique up to homotopy). Now to obtain the homotopy groups of MTO(1),
recall from [GTMW09, Section 3] the fibre sequence

MTO(1) ⟶ S[BO(1)] ⟶ MTO(0),

the latter term being equivalent to the sphere S. Now the first nine (reduced) homotopy groups of S[BO(1)]
were computed by Liulevicius in [Liu63, Theorem II.6], and the map S[BO(1)] → S is easily checked to
be the transfer map for the canonical double cover of BO(1). Therefore it is 2-locally surjective on positive
homotopy groups by the Kahn-Priddy theorem [KP78] and given by multiplication by 2 on �0. We obtain

�i(S⊕MTO(1)) =

⎧⎪⎪⎨⎪⎪⎩

0 i < −1

ℤ∕2 i = −1

ℤ i = 0

(ℤ∕2)2 i = 1
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Thus we find Lu
0
(S) ≅ ℤ2 generated by the spherical E8-lattice and (S, idS), compare the discussion fol-

lowing [WW14, Theorem 4.3]. Furthermore, we also find Lu
1
(S) = (ℤ∕2)2, so obtain an exact sequence

0 ⟶ K0(S)C2

hyp
←←←←←←←←←←←←←←→ GWu

0
(S) ⟶ ℤ

2
⟶ 0,

because the first term is torsionfree, since the involution DϘu evidently acts trivially on K0(S) ≅ ℤ. This
gives the first claim.

The second claim also follows, as S⊕MTO(1) is −2-connected, so the maps

GWu(S) ⟶ Lu(S) ⟵ Lq(S)

are isomorphisms on homotopy groups from degree−3 on. For degrees−1 and−2we find an exact sequence

0 ⟶ Lu
−1
(S) ⟶ �−1(S⊕MTO(1)) ⟶ L

q

−2
(S) ⟶ Lu

−2
(S) ⟶ 0

with both middle terms isomorphic to ℤ∕2. We now claim that the right map vanishes, forcing the middle
one to be an isomorphism completing the computation of the additive structure (see also Corollary [III].1.2.24
iv) for a more direct proof that the outer terms vanish).

For this we first note that the canonical map L
q

−2
(ℤ) → Ls

−2
(ℤ) vanishes; indeed, the source is spanned

by the standard unimodular skew-quadratic form of Arf-invariant 1 on ℤ2 (regarded as a chain complex
concentrated in degree 1), given by the matrix (

1 1

0 1

)
,

whose underlying anti-symmetric bilinear form (
0 1

−1 0

)

admits the Lagrangian ℤ ⊕ 0. But then L
q

−2
(S) = �0 L(Sp

p, Ϙq[2]) is spanned by the lift of this quadratic
form to S1 ⊕ S1 and we claim that the Lagrangian lifts as well: Decoding this is implied by

0 = �0(Ϙ
u)[2](S1) = �−2Ϙ

u(S1),

which gives the vanishing of the underlying form q ∈ Ω∞(Ϙu)[2](S1⊕S1) restricted to one of the summands;
the resulting object of Fm(Met(Spp, (Ϙu)[2])) is automatically Poincaré, as this can be checked after base
change to the integers by Whitehead’s theorem, where it reduces to the computation above.

To see the vanishing, consider the square

Ϙ
u(S1) homS(S

1,S)

homS(S
1 ⊗ S1,S)hC2 homS(S

1 ⊗ S1,S)tC2

from the definition of Ϙu (with the C2-action flipping the S1-factors). Since homS(S
1 ⊗ S1,S) ≃ S−1−� it

gives rise to a diagram

�−1S
−1 �−2S

−1−�
hC2

�−2Ϙ
u(S1) �−2S

−1

�−1(S
−1−�)tC2 �−2S

−1−�
hC2

�−2(S
−1−�)hC2 �−2(S

−1−�)tC2 .

with exact rows. Now, the top right corner vanishes and the homotopy orbit terms evaluate to ℤ∕2. Thus
we will be done if we show that the homotopy fixed point term vanishes as well, since then the lower left
horizontal map is surjective and by Lin’s theorem [Lin80] (identifying the left vertical map as ℤ → ℤ

∧
2

),
so is the upper left horizontal map. But dualising the fibre sequence S ⊗ C2 → S → S� and applying
homotopy fixed points yields a fibre sequence

(S−�)hC2 ⟶ S
hC2 ⟶ S
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with the right hand map the forgetful one. This map is split, since the C2-action on S is trivial, and so we
find that the negative homotopy groups of the left and middle term agree. But in the exact sequence

�−1ShC2
⟶ �−1S

hC2 ⟶ �−1S
tC2

both outer terms vanish (by connectivity on the left, and Lin’s theorem on the right). The claim follows.
We are left to calculate the ring structures on GWu

0
(S) and Lu

0
(S). We start with the latter. By Exam-

ple [I].5.4.11 the map
L
q

0
(S) ⟶ Lu

0
(S)

is an Lu
0
(S)-module map, so [E8]

2 = n[E8] for some n ∈ ℤ. Mapping to the integers shows that n = 8,
giving the claim. For the ring structure of GWu

0
(S) we similarly observe that the exact sequence

K0(S)
hyp
←←←←←←←←←←←←←←→ GWu

0
(S) ⟶ Lu

0
(S),

consists of GWu
0
(S)-modules by Corollary [I].7.5.13. This immediately gives eℎ = 8ℎ and ℎ2 = 2ℎ, and

also that e2 = 8e + kℎ for some k ∈ ℤ. But then we find

16ℎ = 8ℎe = ℎe2 = ℎ(8e + kℎ) = 16ℎ + 2kℎ

which forces k = 0. �

4.6.5. Remark. Similar to the sequence used in the previous proof, Weiss and Williams produce a fibre
sequence

Lq(ℤ) ⟶ Ls(S) ⟶ (S∧
2
⊗ S

∧
2
)⊕MTO(1),

in [WW14, Theorem 4.5], which rules out any sort of periodicity for Ls(S).

Finally, we use Proposition 4.6.4 to determine the automorphisms of the Grothendieck-Witt and L-
theory functors. Yoneda’s lemma, the universal property of the Grothendieck-Witt spectrum and Propo-
sition [I].4.1.3 provide equivalences

Nat(GW,GW) ≃ Nat(Pn,Ω∞GW) ≃ Nat(HomCat
p
∞
((Spp, Ϙu),−),GW) ≃ GW

u(S).

Similarly,
Nat(L,L) ≃ L

u(S),

while bordification induces a map

Nat(GW,GW) ⟶ Nat(L,L),

which identifies with

GW
u(S)

bord
←←←←←←←←←←←←←←←←←→ L

u(S),

giving in particular E1-structures to these spaces.

4.6.6. Corollary. These identifications provide isomorphisms

�0Nat(GW,GW) ≅ ℤ[e, ℎ]∕I and �0 Nat(L,L) ≅ ℤ[e]∕(e2 − 8e)

with I = (e2 − 8e, ℎe − 8ℎ, ℎ2 − 2ℎ) as before.

In particular, we have

�0 Aut(GW) = {±1,±(1 − ℎ)} ≅ (C2)
2 and �0 Aut(L) = {±id} ≅ C2.

Proof. It only remains to show that the identifications

GW
u(S) ≃ Nat(GW,GW)

are compatible with the multiplicative structures present on their 0-th homotopy groups, and similarly in
L-theory. This will immediately follow from our work in Paper [IV], where we show that both GW and L

carry lax symmetric monoidal structures. But we can also argue more directly:
The spacesNat(GW,GW) andNat(L,L) receive compatibleE1-maps fromNat(Pn, Pn) and from Yoneda’s

lemma we find
Nat(Pn, Pn) ≃ HomCat

p
∞
((Sp!, Ϙu), (Spp, Ϙu)) ≃ Pn(Sp!, Ϙu).

Since (Sp!, Ϙu) is the unit of the symmetric monoidal structure onCatp∞, the functorPn ≃ HomCat
p
∞
((Sp!, Ϙu),−)

inherits a lax symmetric monoidal structure. The left hand equivalence is then a map of E1-spaces using the
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composition, and the right hand map refines to one of E∞-space for the multiplication induced by the tensor
product of Poincaré ∞-categories. But on the middle term this E∞-structure restricts to the composition
product by naturality. In total then, we obtain an E1-refinement of the canonical map

Pn(Sp!, Ϙu) ⟶ GW(Sp!, Ϙu) ≃ Nat(GW,GW).

Since the map �0Pn(Sp
!, Ϙu) → �0 GW(Sp!, Ϙu) = GWu

0
(S) is surjective, this shows that the isomorphism

GWu
0
(S) ≃ �0Nat(GW,GW)

is multiplicative and similarly in L-theory. The claims then follow from Proposition 4.6.4 and a quick
calculation of the units in the displayed rings. �

APPENDIX A. VERDIER SEQUENCES, KAROUBI SEQUENCES AND STABLE RECOLLEMENTS

In this appendix we investigate in detail the ∞-categorical variants of the notion of Verdier sequence, i.e.
fibre-cofibre sequences in Catex∞ and the same notion up to idempotent completion, called Karoubi sequence.
The results are mostly well-known and various parts can be found in the literature, but we do not know of a
coherent account at the level of detail we need. In the hope that it can serve as a general reference for this
material, we have kept this appendix self-contained.

Remark. For the reader familiar with [BGT13], here is a comparison of terminology: A Karoubi sequence is
called an exact sequence in [BGT13], while our notion of a Verdier sequence corresponds to that of a strict-

exact sequence in [BGT13]; this follows from Proposition A.1.6, Proposition A.1.9 and Proposition A.3.7.
Our notion of a split Verdier sequence is however stricter than the corresponding notion of split-exact se-
quence in [BGT13], since we require the projection to have both adjoints (in which case these adjoints are
automatically fully-faithful, and the injection has both adjoints as well, see Proposition A.2.10), while in
the corresponding notion in [BGT13] only the right adjoints are assumed to exist.

A.1. Verdier sequences. We start out by analysing in detail the notion of a Verdier sequence. We recall
the definition:

A.1.1. Definition. Let

(70) C
f
←←←←←←←→ D

p
←←←←←←→ E

be a sequence in Catex∞ with vanishing composite. We will say that (70) is a Verdier sequence if it is both
a fibre and a cofibre sequence in Catex∞. In this case we will refer to f as a Verdier inclusion and to p as a
Verdier projection.

A.1.2. Remark. The condition that the composite of the sequence (70) vanishes, simply means that it sends
every object of C to a zero object in E. Equivalently, the exact functor p◦f ∶ C → E is a zero object in
the stable ∞-category Funex(C,E). Since the full subcategory of Funex(C,E) spanned by zero objects is
contractible we may identify p◦f in this case with a composite functor of the form C → {0} ⊆ E in an
essentially unique manner. Thus, (70) refines to a commutative square

C D

{0} E

f

p

in an essentially unique manner, and the condition of being a fibre or cofibre sequence refers to this diagram
being cartesian or cocartesian, respectively.

Let us recall how to compute fibres and cofibres in Catex∞: The fibre of an exact functor f ∶ C → D is
computed in Cat∞ and given by the the kernel ker(f ), which is the full subcategory of C on all objects
mapping to a zero object in D. Cofibres, in turn, are described by Verdier quotients:

A.1.3. Definition. Let f ∶ C → D be an exact functor between stable ∞-categories. We say that a map in
D is an equivalence modulo C if its fibre (equivalently, its cofibre) lies in the smallest stable subcategory
spanned by the essential image of f . We write D∕C for the localisation of D with respect to the collection
W of equivalences modulo C and refer to D∕C as the Verdier quotient of D by C.
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A.1.4. Remark. Let us stress that we differ in our use of the term localisation from Lurie’s: For us, the
localisation of an ∞-category D at a set W of morphisms is the essentially unique functor D → D[W −1]

such that for any ∞-category D′, the pull-back functor

Fun(D[W −1],D′) → Fun(D,D′)

is fully-faithful, with essential image the functors sending the morphisms from W to equivalences. We
refer to localisations which are left or right adjoints as left and right Bousfield localisations, respectively.
(See Lemma A.2.3 below for the precise relation between the two notions.)

The following result is proven in [NS18, Theorem I.3.3(i)] (at least in the case where f is fully-faithful,
but the general case follows at once).

A.1.5. Proposition. Let f ∶ C → D be an exact functor between stable ∞-categories. Then:

i) The ∞-category D∕C is stable and the localisation functor D → D∕C is exact.

ii) For every stable ∞-category E the restriction functor Funex(D∕C,E) → Funex(D,E) is fully-faithful,

and its essential image is spanned by those functors which vanish after precomposition with f . In

particular, the sequence C → D → D∕C is a cofibre sequence in Catex∞.

A.1.6. Proposition. Let p∶ D → E be an exact functor between stable ∞-categories. Then the following

are equivalent:

i) p is a Verdier projection.

ii) p is the canonical map into a Verdier quotient of D.

iii) p is a localisation (at the maps it takes to equivalences).

Proof. If p is a Verdier projection, then it is a cofibre in Catex∞. So i)⇒ii) follows from Proposition A.1.5;
and ii)⇒iii) holds by definition of Verdier quotient. Finally, assume that iii) holds. Since p is exact, a
morphism in D maps to an equivalence in E if and only if its cofibre lies in the kernel of p. Therefore p is
indeed the localisation at the class of equivalences modulo ker(p), and therefore the cofibre of the inclusion
ker(p) → D. Thus, the sequence ker(p) → C → D is both a fibre sequence and a cofibre sequence in Catex∞,
so that i) holds. �

A.1.7. Corollary. Every Verdier projection is essentially surjective.

We now examine the notion of a Verdier inclusion. For this, we need the following result:

A.1.8. Lemma. The kernel of the canonical map p∶ D → D∕C consists of all objects of D which are

retracts of objects in C.

Proof. Clearly, any retract of an object in C lies in the kernel of p. For the converse inclusion, let x be an
object of ker(p). We note that by Proposition A.1.5 every exact functor D → Sp that vanishes on C also
vanishes on ker(p). In particular, we may consider the exact functor 'x ∶ D → Sp given by the formula

'x(y) = colim
[� ∶ z→y]∈C∕y

homD(x, cof(�))

where C∕y ∶= C ×D D∕y is the associated comma ∞-category. Then 'x vanishes on C: indeed, for y ∈ C

we have that C∕y has a final object given by the identity id∶ y→ y, and homD(x, cof(id)) = 0, which means
that 'x(y) = 0.

By the above we then get that 'x vanishes on ker(p). In particular 'x vanishes on x ∈ ker(p) itself,
which implies the existence of a map � ∶ z → x for some z ∈ C such that id∶ x → x is in the kernel of the
composed map �0 homD(x, cof(0 → x)) → �0 homD(x, cof(�)). We may then conclude that id∶ x → x
factors through z and hence x is retract of z, as desired. �

A.1.9. Proposition. Let f ∶ C → D be an exact functor between stable ∞-categories. Then the following

are equivalent:

i) f is a Verdier inclusion.

ii) f is fully-faithful and its essential image is closed under retracts in D.

Proof. If f is a Verdier inclusion, then it is a kernel so that ii) holds. On the other hand, if ii) holds, then f
extends to a cofibre sequence C → D → D∕C, and by Lemma A.1.8 this is also a fibre sequence. �
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Summarizing our discussion, we obtain:

A.1.10. Corollary. For a sequence C
f
←←←←←←←→ D

p
←←←←←←→ E in Catex∞ with vanishing composite, the following are

equivalent:

i) The sequence is a Verdier sequence.

ii) f is fully-faithful with essential image closed under retracts in D, and p exhibits E as the Verdier

quotient of D by C.

iii) p is a localisation, and f exhibits C as the kernel of p.

Finally, we record:

A.1.11. Lemma. Any pullback of a Verdier projection is again a Verdier projection.

Proof. So consider a cartesian diagram

D D′

E E′

k

p p′

l

in Catex∞ with p′ a Verdier projection and C the common vertical fibre. Then we claim that the canonical map
p∶ D∕C → E is an equivalence, which gives the claim. Since p′ is essentially surjective by Corollary A.1.7,
so is p by inspection, so we are left to check full faithfulness of p. Using [NS18, Theorem I.3.3 (ii)] twice
we find

HomD∕C(d, d
′) ≃ colim

c∈C∕d′

HomD(d, cof(c → d))

≃ colim
c∈C∕d′

HomD′ (k(d), k(cof(c → d′))) ×HomE′ (lp(d),lp(cof(c→d
′))) HomE(p(d), p(cof(c → d′)))

≃ colim
c∈C∕d′

HomD′ (k(d), cof(c → k(d′))) ×HomE′ (lp(d),lp(d
′)) HomE(p(d), p(d

′))

≃ colim
c∈C∕k(d′)

HomD′ (k(d), cof(c → k(d′))) ×HomD′∕C(k(d),k(d
′)) HomE(p(d), p(d

′))

≃ HomE(p(d), p(d
′)),

where we have invested C∕d′ ≃ C∕k(d′) into the fourth step; this equivalence is immediate by regarding C∕d′

as the pullback of C × {d′} → D ×D ← Ar(D), and then commuting the pullback defining D out. �

A.2. Split Verdier sequences, Bousfield localisations and stable recollements. We now discuss the ex-
istence of adjoints to the inclusion and projection in a Verdier sequence. It leads to the central theme of this
section, the notion of split Verdier sequence (Definition A.2.4), and its relationship with stable recollements
(Definition A.2.9 and Proposition A.2.10).

To obtain criteria similar to Propositions A.1.6 and A.1.9 for exact functors fitting into split Verdier
sequences, we first recall the relationship between two notions of localisation: the universal one we have
used so far and the notion of Bousfield localisation, compare Remark A.1.4.

A.2.1. Lemma. Let C be a small ∞-category andW a collection of morphisms in C. Then the localisation

p∶ C → C[W −1] admits a left or right adjoint, if and only if for every X ∈ C there exists a Y ∈ C and an

equivalence pX → pY in C[W −1], such that the functors

HomC(Y ,−) or HomC(−, Y ),

send all morphisms in W to equivalences in S, respectively.

In either case, the Yoneda lemma assembles such choices of objects Y for all X ∈ C into the requisite

adjoint to the localisation functor, which is automatically fully faithful, and therefore renders p into a right

or left Bousfield localisation, respectively.

A.2.2. Lemma. If a functor p∶ C → D admits a fully faithful left adjoint L, i.e. p is a right Bousfield

localisation, then it is a localisation at those maps X → Y in C, for which the induced map

HomC(L−, X) → HomC(L−, Y )

is natural equivalence of functors D → S.
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The same of course holds mutatis mutandis for left Bousfield localisations.

Proof of Lemma A.2.1. We prove the left adjoint variant. Since p∶ C → C[W −1] is essentially surjective,
it admits a left adjoint if and only if, for each X ∈ C the functor

HomC[W −1](pX, p−)∶ C → S

is representable. We claim that a representing object is precisely an object Y ∈ C as in the statement.
To see this let us note generally, that for any Y ∈ C such that HomC(Y ,−) inverts the morphisms in W ,

then p provides a natural equivalence

HomC(Y ,−) ≃ HomC[W −1](pY , p−).

To see this, descend HomC(Y ,−) to a functor FY ∶ C[W −1] → S and compute

Nat(FY , G) ≃ Nat(FY p, Gp)

≃ Nat(HomC(Y ,−), Gp)

≃ G(pY )

≃ Nat(HomC[W −1](pY ,−), G)

for an arbitraryG∶ C[W −1] → S; the first equivalence arising from the definition of localisations. But then
Yoneda’s lemma implies that FY ≃ HomC[W −1](pY ,−) and precomposing with p gives the claim.

Therefore a Y ∈ C as in the statement represents the functor HomC[W −1](pX, p−).
If, on the other hand, p admits a left adjoint L, and X ∈ C, then one can take LpX for Y : By adjunction

HomC(LpX,−) ≃ HomC[W −1](pX, p−)

inverts the morphisms in W , and by the previous consideration we then find

HomC(LpX,−) ≃ HomC[W −1](pLpX, p−)

which gives pLpX ≃ pX via the adjunction unit, since p is essentially surjective.
The adjunction unit being an equivalence also implies that L is automatically fully faithful. �

Proof of Lemma A.2.2. The proof that Bousfield localisations are indeed localisations in our sense is [Lur09a,
Proposition 5.2.7.12] and the characterisation of the morphisms that are inverted is immediate from Yoneda’s
lemma. �

Let us apply this to give a criterion to recognize Verdier projections with a one-sided adjoint. In what
follows, given a stable ∞-category D and a full subcategory C ⊆ D, let us say that an object y ∈ D is right

orthogonal to C if homD(x, y) ≃ 0 for every x ∈ C and that y is left orthogonal to C if homD(y, x) ≃ 0 for
every x ∈ C.

Let us write, Cr and Cl for the subcategories spanned by these objects.

A.2.3. Lemma. Let p∶ D → E be an exact functor of stable ∞-categories. Then the following are equiva-

lent:

i) p is a Verdier projection and admits a right (or left) adjoint.

ii) p is a localisation, and ker(p)r (or ker(p)l) projects essentially surjectively to E via p.

iii) p is a localisation, and its restriction to ker(p)r (or ker(p)l) is an equivalence.

iv) p admits a fully-faithful right (left) adjoint, i.e. is a left (or right) Bousfield localisation.

In this situation, ker(p)r (or ker(p)l) agrees with the essential image of the right (or left) adjoint of p.

Proof of Lemma A.2.3. Let us treat the non-parenthesised variants. Recalling from Proposition A.1.6 that
Verdier projections are localisations, the implications between i) and iv) are proven in Lemmas A.2.1 and
A.2.2.

Now suppose that p admits a fully faithful right adjoint R, then p and R determine mutually inverse
equivalences between E and the essential image of R and it follows from Lemma A.2.1 that this essential
image of R agrees with C. Together with Lemma A.2.2 this proves the implication iv)⇒ iii) and the last
claim. The implication iii)⇒ ii) is trivial. Finally, if ii) holds, then preimages under p∶ ker(p)r → E yield
exactly the desired objects to obtain a right adjoint via Lemma A.2.1. �
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A.2.4. Definition. A Verdier sequence

C
f
←←←←←←←→ D

p
←←←←←←→ E

is split if p admits both a left and a right adjoint.

In this definition, we might just as well require that f admit both adjoints, by the following result:

A.2.5. Lemma. Let

(71) C
f
←←←←←←←→ D

p
←←←←←←→ E

be a sequence in Catex∞ with vanishing composite. Then the following are equivalent:

i) (71) is a fibre sequence, and p admits a fully-faithful left (right) adjoint q.

ii) (71) is a cofibre sequence, and f is fully-faithful and admits a left (right) adjoint g.

Furthermore, if i) and ii) hold, then both sequences

C
f
←←←←←←←→ D

p
←←←←←←→ E and E

q
←←←←←←→ D

g
←←←←←←→ C

are Verdier sequences.

Explicitly, in the case of left adjoints g is described as the cofibre of the counit qp → idD, thought of as a
functor D → D that vanishes after projection to E and therefore uniquely lifts to C. Similarly, the adjoint q
is described as the fibre of the unit idD → fg, thought of as a functorD → D that vanishes after restriction
to C and therefore uniquely factors through E.

A.2.6. Corollary. An exact functor p∶ D → E is a split Verdier projection if and only if it admits fully

faithful left and right adjoints. An exact functor f ∶ C → D is a split Verdier inclusion if and only if it is

fully faithful and admits left and right adjoints.

Proof of Lemma A.2.5. We prove the claim for left adjoints. The claim for right adjoints follows by the dual
argument (or by replacing all ∞-categories by their opposites).

Suppose first that i) holds. Then we obtain a left adjoint g of f by considering the exact functor

g̃ = cof[qp→ id]∶ D → D

given by the cofibre of the counit. Since q is fully-faithful, the unit map id → qp is an equivalence, from
which we can conclude that p◦g̃ vanishes. Thus, g̃ factors uniquely through f , giving rise to a functor
g ∶ D → C. We now claim that the canonical transformation id → g̃ = f◦g acts as a unit exhibiting g as
left adjoint to f . Given objects x ∈ D and y ∈ C it will suffice to check that the composite map

homC(g(x), y) → homD(fg(x), f (y))→ homD(x, f (y))

is an equivalence of spectra. Indeed, the first map is an equivalence since f is fully-faithful and the second
map is an equivalence because its cofibre is homD(qp(x), f (y)) ≃ homE(p(x), pf (y)) ≃ 0.

In this situation, p is a localisation by Lemma A.2.2, so the sequence formed by f and p is a Verdier
sequence by Corollary A.1.10, in particular a cofibre sequence. Also, the kernel of g consists, by the
adjunction rule, of those objects that are left orthogonal to C, and by Lemma A.2.3 this agrees with the
essential image of q. So the sequence formed by the adjoints satisfies i) (in the version with right adjoints),
and is therefore also a Verdier sequence by what we have just shown.

On the other hand, suppose that ii) holds. Then g is a localisation by Lemma A.2.1 and thus the essential
image of f is given by the right orthogonal of ker(g). It is therefore, in particular, closed under retracts in
D. But according to Proposition A.1.6, p exhibits E as the Verdier quotient of D by this image so it equals
ker(p) by Lemma A.1.8. This shows that (71) is a fibre sequence. To see that p admits a left adjoint we can
appeal to Lemma A.2.1: For x ∈ D the fibre of the unit map x → fg(x) clearly projects to p(x) under p,
and for c ∈ C we have

HomD

(
f ib(x→ fg(x)), f (c)

)
≃ cof

[
HomD(x, f (c)) → HomD(fg(x), f (c))

]

and since f is fully faithful the latter term is also given by HomC(g(x), c), which identifies the map on the
right as the adjunction equivalence. �

As a straight-forward consequence of Corollary A.2.6 we record:



HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES II: COBORDISM CATEGORIES AND ADDITIVITY 137

A.2.7. Corollary. A pullback of a split Verdier projection is again a split Verdier projection.

Proof. Using the universal property of the pullback one readily constructs the requisite functors from the
original adjoints (using the fact that these are fully faithful, and therefore sections of the original Verdier
projection). That these are again fully faithful adjoints follows immediately from the description of mapping
spaces in pullbacks of ∞-categories as pullbacks of mapping spaces. �

One might call Verdier sequences as in Lemma A.2.5 left-split and right-split, respectively. We will
not invest too much in this terminology, mostly since in the Poincaré context, the existence of one adjoint
implies the existence of both, see Proposition 1.2.2. We do, however, take this opportunity to frame the
following corollary, which shows that the scenario of a left-split/right-split Verdier sequence as above can
be recognized in several ways (we make use of this in Section 3.2). For the statement recall that we denote
by Cr and Cl for the left and right orthogonal to a full subcategory C ⊆ D.

A.2.8. Corollary. Let D be a stable ∞-category and C,E ⊆ D two full stable subcategories such that

homD(x, y) ≃ 0 for every x ∈ C, y ∈ E. Then the following are equivalent:

i) C ⊆ D admits a right adjoint p∶ D → C and the inclusion E ⊆ Cr is an equivalence.

ii) E ⊆ D is a Verdier inclusion and the projection C → D∕E is an equivalence.

iii) E ⊆ D admits a left adjoint q ∶ D → E and the inclusion C ⊆ El is an equivalence.

iv) C ⊆ D is a Verdier inclusion and the projection E → D∕C is an equivalence.

Furthermore, when either of these equivalent conditions holds, the resulting sequences

C → D → E and E → D → C

formed by the inclusions and their adjoints are right-split and left-split Verdier sequences, respectively.

Proof. The implications i) ⇒ ii) and iii) ⇒ iv) are dual to each other, and the same for the implications ii)
⇒ iii) and iv) ⇒ i). It will hence suffice to show i) ⇒ ii) ⇒ iii), along with the last claim.

To prove the first of these implications, suppose that i∶ C ⊆ D admits a right adjoint p∶ D → C and
that E ⊆ Cr is an equivalence. By the adjunction rule, Cr agrees with the kernel of p so we have a right-split
Verdier sequence

E → D
p
←←←←←←→ C

from which we conclude that the map D∕E → C induced by p is an equivalence. The projection C → D∕E

is a one-sided inverse and therefore also an equivalence.
On the other hand, if ii) holds then by Lemma A.2.3, the projectionD → D∕E has a left adjoint, and the

inclusion of C into El is an equivalence (since both project to D∕E by an equivalence); the existence of the
left adjoint q follows from Lemma A.2.5.

The first Verdier sequence follows by duality. �

We now come back to the notion of a split Verdier sequence and show that it is essentially equivalent to
that of a recollement in the sense of [Lur17, Section A.8] in the setting of stable ∞-categories. Specialising
the definition to this case, we have:

A.2.9. Definition. A stable ∞-category D is a stable recollement of a pair of stable subcategories C and E

if
i) the inclusions of both C and E admit left adjoints LC and LE,

ii) the composite C → D
LE
←←←←←←←←←←←←←→ E vanishes, and

iii) LE and LC are jointly conservative.

A.2.10. Proposition. If D is a stable recollement of C and E, then the sequence C → D
LE
←←←←←←←←←←←←←→ E is a split

Verdier sequence.

Conversely, if C
f
←←←←←←←→ D

p
←←←←←←→ E is a split Verdier sequence, then D is a stable recollement of the essential

images f (C) and q(E), where q denotes the right adjoint of p.

Proof. Consider the first statement. We claim that the sequence under consideration is a fibre sequence,
so that it is split Verdier by Lemma A.2.5. Since the composite is zero by assumption, we are left to show
that every object x in ker(LE) already belongs to the essential image of C. Denoting by LC the left adjoint
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of the inclusion of C, then the unit x → LC(x) is mapped to an equivalence under both LE and LC. By
assumption LE and LC are jointly conservative, so the unit x → LC(x) is an equivalence and therefore x
lies indeed in the essential image of C.

For the second statement f admits a left adjoint g by Lemma A.2.5 , since p does and it remains to
see that p and g are jointly conservative. Since we are in the stable setting it will suffice to show that the
functors p and g together detect zero objects. Indeed, if x ∈ D is such that p(x) ≃ 0 then x belongs to
the essential image of f . In this case, if g(x) is zero as well then x ≃ 0 because the counit of g ⊣ f is an
equivalence. �

In pictures, a stable recollement is given by

C D E,
LE

LC

⟂
⟂

a split Verdier sequence is as left of the following diagram and in [BG16] Barwick and Glasman considered
diagrams as on the right:

C D E
f

⟂
⟂ and C D E.

p

⟂
⟂

Here the non-curved maps form a Verdier sequence and left adjoints are on top. Our results above show
that all of these types of diagrams can be completed to the full

C D E,

g′
⟂

g

⟂

q′
⟂

q

⟂

in which both the top and the bottom left pointing maps also form Verdier sequences, and whose maps are
related by the bifibre sequences

qp

fg′ idD q′p.

fg

From this data, one obtains a canonical transformation g′ ⇒ g whose (co)fibre descends to a functorE → C,
and another transformation q ⇒ q′, whose (co)fibre also lifts to a functor E → C. We then have

gq′ ≃ cof(q ⇒ q′) ≃ cof(g′ ⇒ g) ≃ ΣCg
′q,

where the middle equivalence comes from the cofibre sequence describing the cofibre of a composition in
terms of the cofibres of the constituents. The functor c∶ E → C specified by any of the formulae above is
said to classify the recollement, as it participates in the following result:

A.2.11. Proposition. Given a split Verdier sequence in the notation above, the diagram

D Ar(C)

E C

g→cp

p t

c

is cartesian, where t is the target projection. Moreover, for any object x ∈ D there is a cartesian diagram

x fg(x)

q′p(x) fgq′p(x)

with all maps induced by the units of the respective adjunctions.
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Let us remark that the sequence

C Ar(C) C
r t

s

f ib

q

�

is indeed a split Verdier sequence, where r(x) = (x→ 0), with left and right adjoints being s(x→ y) = x and
f ib(x → y), respectively, while t(x → y) = y with left and right adjoints q(y) = (0 → y) and �(y) = idy,
respectively. It underlies the metabolic sequence of Example 1.2.5 which plays fundamental role in our
results.

Proof. The inverse functor from the pullback to D is given by sending a pair (e, a → c(e)) to the pullback
q′(e) ×fc(e) f (a), with the left structure map coming from the definition of c. That the composite on the
pullback E ×C Ar(C) is equivalent to the identity follows from unwinding the definitions, whereas for the
composite on D it is precisely the cartesianness of the diagram from the statement. But the induced map
on its vertical fibres is the unit map of fg′(x) → fgfg′(x) of the adjunction fg which is an equivalence
since f is fully faithful, together with the triangle identity. �

A.2.12. Remark. A monoidal refinement of this result was recently given in [QS19, Section 1].

Finally, we characterise the horizontal maps appearing in Proposition A.2.11. To this end consider a
commutative diagram

D D′

E E′

p p′

with vertical split Verdier projections. Such a diagram gives rise to two new (not necessarily commutative)
diagrams of the shape

D D′

E E′

by passing to either left or right adjoints in the vertical direction. The original square is called adjointable

if both squares of adjoints do in fact commute, i.e. if the Beck-Chevalley transformations connecting the
composites are equivalences, see [Lur09a, Section 7.3.1] for details. It is readily checked that cartesian
squares as above are adjointable.

A.2.13. Proposition. Given a split Verdier sequence C → D → E and another stable ∞-category C′ the

full subcategory of Funex(D,Ar(C′)) spanned by the functors ' that give rise to adjointable squares

D Ar(C′)

E C′

'

t

'

is equivalent to Funex(C,C′) via restriction to horizontal fibres.

In particular, the classifying functor in Proposition A.2.11 is uniquely determined by yielding a cartesian
diagram and inducing the identity on fibres, so t∶ Ar(C) → C really is the universal split Verdier projection
with fibre C. Similarly, we find that for a cartesian square

D D′

E E′

p p′

with common fibre C the classifying functor E → C of p is the composite of that for p′ and the given map
E → E′. We shall make use of the functoriality of the classifying map in adjointable (and not just cartesian)
squares arising from Proposition A.2.13 in Lemma 1.5.3.



140 CALMÈS, DOTTO, HARPAZ, HEBESTREIT, LAND, MOI, NARDIN, NIKOLAUS, AND STEIMLE

Proof. Using the fibre sequences connecting the various adjoints one readily checks that generally ad-
jointability of the two squares

D D′ C C′

E E′ D D′

'

p p′ f f ′

'

are equivalent conditions for two (vertical) Verdier sequences. We will use the latter description in the case
at hand to see that the restriction functor in the statement is fully faithful: Rewriting thenFunex(D,Ar(C′)) =

Ar(Funex(D,C′)) we compute for ',  ∶ D → Ar(C′) that

nat(',  ) ≃ nat(s', s ) ×nat(s',t ) nat(t', t ).

Using the fact that s, f ib∶ Ar(C′) → C are the left and right adjoint to the Verdier inclusion C′
→ Ar(C′)

we find s' ≃ '|F◦g and t' ≃ '|F ◦cp from adjointability of ' and similarly for  . Thus the above can be
rewritten as

nat('|F◦g,  |F ◦g) ×nat('|F ◦g, |F ◦cp) nat('|F ◦cp,  |F◦cp).
But g ∶ D → C is a localisation (since it has f as a fully faithful right adjoint) so

nat('|F ◦g,  |F◦g) ≃ nat('|F ,  |F )
and we claim that the restriction map

nat('|F ◦cp,  |F◦cp) ⟶ nat('|F◦g,  |F ◦cp)
is an equivalence, which gives fully faithfullness. To see this consider its fibre nat('|F ◦g′,  |F◦cp) and
recall that

(g′)∗∶ Fun(C,C′) ⟂ Fun(D,C′) ∶f ∗

is also an adjunction, so
nat('|F ◦g′,  |F◦cp) ≃ nat('|F ,  |F◦cpf ) ≃ 0

as desired.
We are left to show that the restriction functor is essentially surjective, but this is obvious by following

the classification arrow from Proposition A.2.11 with the one induced by given functor C → C′ on arrow
categories. �

A.2.14. Remark. Proposition A.2.11 and the entire discussion preceding it apply equally well to stable ∞-
categories that are not small, and for example recover the observation of Barwick and Glasman [BG16,
Proposition 7], that the left and right orthogonal to the inclusion of C in a stable recollement are canonically
equivalent.

One example we established in Paper [I] is given by

Funex(Cop, Sp) Funq(Cop, Sp) Funs(Cop, Sp),

Λ

⟂
⟂

(−)s

(−)q

⟂
⟂

whose fracture square gives exactly the classification of quadratic functors in Corollary [I].1.3.12.
Another standard example is the case where D = Sp and f is the inclusion of those spectra on which a

prime l acts invertibly:

Sp[ 1
l
] Sp Sp[l-adic equiv’s−1],

divl

(−)[
1

l
]

⟂
⟂

(−)∧
l

(−)[l∞]

⟂
⟂

where divl(X) = lim−⋅lX is the l-divisible part of X, together with the fibre sequences

divl(X) ⟶ X ⟶ X∧
l

and X[l∞] ⟶ X ⟶ X[ 1
l
],

classifying functor
X ↦ X∧

l
[ 1
l
] ≃ Ωdivl(X[l∞])
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and fracture square

X X[ 1
l
]

X∧
l

X∧
l
[ 1
l
].

A.3. Karoubi sequences. We now move to the more general notion of Karoubi sequences, which are a
version of Verdier sequences invariant under the addition of direct summands in the categories at hand.

Let us briefly record some basic statements:

A.3.1. Definition. We call an exact functor C → D between stable ∞-categories a Karoubi equivalence if
it is fully faithful and has dense image, in the sense that every object of D is a retract of an object in the
essential image.

The most important example of Karoubi equivalences are of course idempotent completions C → C♮.
When fixing the target Karoubi equivalences can be entirely classified, see [Tho97, Theorem 2.1]:

A.3.2. Theorem (Thomason). Karoubi equivalences induce injections on K0 ∶ Catex∞ → Ab, and Karoubi

equivalences to a fixed small stable∞-categoryC (up to equivalence over C) are in bijection with subgroups

of K0(C) by taking the image of their induced map.

Note that the statement in [Tho97] is for triangulated categories, but the proof works verbatim in the
setting of stable ∞-categories.

A.3.3. Proposition. The localisation of Catex
∞

at the Karoubi equivalences is both a left and a right Bousfield

localisation. The right adjoint is given by C ↦ C♮, and the left adjoint takes C to Cmin, the full subcategory

spanned by the objects x ∈ C with 0 = [x] ∈ K0(C).

Furthermore, an exact functor is a Karoubi equivalence if and only if it induces an equivalence on

minimalisations or equivalently idempotent completions.

Denoting by Catex
∞,idem

the full subcategory of Catex∞ spanned by the small, idempotent complete stable

∞-categories, we in particular find that (−)♮ ∶ Catex∞ → Catex
∞,idem

preserves both limits and colimits.

A.3.4. Definition. Small stable ∞-categories C with the property that K0(C) vanishes we will call minimal

and refer to the assignment C ↦ Cmin as minimalisation.

Proof of Proposition A.3.3. It is an exercise in pasting retract diagrams to check that Karoubi equivalences
are closed under 2-out-of-3. The characterisation in the last statement then follows immediately from the
fact that both inclusions Cmin ⊆ C ⊆ C♮ are Karoubi equivalences, the former for example by Thomason’s
result. Furthermore, [Lur09a, Lemma 5.1.4.7] then implies that given a Karoubi equivalence i∶ C → D

and a functor f ∶ D → E the exactness of f is equivalent to that of fi.
The statement about the adjoints now follows from Lemma A.2.1: That idempotent completion satisfies

the requisite conditions is [Lur09a, Proposition 5.1.4.9] and that minimalisations do is immediate from the
functoriality of K0. �

Let us now define our main object of study in this section.

A.3.5. Definition. A sequence

C
f
←←←←←←←→ D

p
←←←←←←→ E

of exact functors with vanishing composite is a Karoubi sequence if the sequence

C♮ → D♮
→ E♮

is both a fibre and cofibre sequence in Catex
∞,idem

. In this case we refer to f as a Karoubi inclusion and to p
as a Karoubi projection.

A.3.6. Remark. Equivalently, by Proposition A.3.3, we might ask the sequence

Cmin
→ Dmin

→ Emin
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to be both a fibre and a cofibre sequence in the full subcategory of Catex∞ spanned by the minimal stable
∞-categories, or more symmetrically that the original sequence give a fibre and cofibre sequence in the
localisation of Catex∞ at the Karoubi equivalences.

We have chosen the present formulation as the idempotent completion plays a disproportionally more
important role, both in the detection of Karoubi sequences and in applications.

We also have a concrete characterisation of Karoubi sequences, analogous to the one for Verdier se-
quences Corollary A.1.10.

A.3.7. Proposition. Let C
f
←←←←←←←→ D

p
←←←←←←→ E be a sequence of exact functors between small stable ∞-categories

with vanishing composite. Then

i) the sequence C♮
f ♮

←←←←←←←←←←←→ D♮
p♮

←←←←←←←←←→ E♮is a fibre sequence in Catex
∞,idem

if and only if f becomes a Karoubi

equivalence when regarded as a functor C → ker(p).

ii) the sequence C♮
f ♮

←←←←←←←←←←←→ D♮
p♮

←←←←←←←←←→ E♮ is a cofibre sequence in Catex
∞,idem

if and only if the induced functor

from the Verdier quotient of D by the stable subcategory generated by the image of f is a Karoubi

equivalence to E.

iii) the sequence C
f
←←←←←←←→ D

p
←←←←←←→ E is a Karoubi sequence if and only if f is fully-faithful and the induced map

D∕C → E is a Karoubi equivalence.

In particular, every Verdier sequence is a Karoubi sequence.

Let us explicitely warn the reader, however, that the Verdier quotient of two idempotent complete, stable
∞-categories need not be idempotent complete.

Proof. By Proposition A.3.3 the functor (−)♮∶ Catex∞ → Catex
∞,idem

preserves both limits and colimits, and
Catex

∞,idem
is closed under limits in Catex∞. This yields an equivalence

ker(p♮) ≃ ker(p)♮,

which proves i).
Similarly, ii) follows from the description of cofibres in Catex∞ as Verdier quotients together with the

preservation of cofibres under idempotent completion.
Finally, the forwards direction of iii) follows directly from the previous two statements. On the other

hand, if f is fully faithful, and D∕C → E is a Karoubi equivalence, then the kernel of p agrees with the
kernel of the projection q ∶ D → D∕C. Thus, by Lemma A.1.8, the map f ∶ C → ker(q) has dense
essential image and therefore is a Karoubi equivalence. The reverse claim thus also follows from the first
two statements. �

A.3.8. Corollary. An exact functor f ∶ C → D is a Karoubi inclusion if and only if it is fully-faithful. It

is a Karoubi projection if and only if it has dense essential image f (C) ⊆ D, and the induced functor

f ∶ C → f (C) is Verdier projection.

Combining this statement with Thomason’s result above, we find:

A.3.9. Corollary. Let p∶ D → E be a Karoubi projection. Then the following are equivalent:

i) p is a Verdier projection.

ii) p is essentially surjective.

iii) The induced group homomorphism K0(D) → K0(E) is surjective.

We also note:

A.3.10. Lemma. Any pullback of a Karoubi projection is again a Karoubi projection.

Proof. Given Lemma A.1.11 and the characterisation of Karoubi projections in Corollary A.3.8 it suffices
to show that the pullback D → D′ of a Karoubi equivalence E → E′ along i∶ D′

→ E′ is again one such.
But one readily checks that this pullback is given by the full subcategory {x ∈ E′ ∣ i[x] ∈ K0(E)} of E′,
whence Thomason’s theorem A.3.2 gives the claim. �
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Next, we record the following detection criterion for Karoubi-sequences, often called the Thomason-
Neeman localisation theorem in the context of triangulated categories, see [Nee92, Theorem 2.1]. To state
it, we need to extend the notion of Verdier sequences to non-small stable ∞-categories. This is achieved
for example by Corollary A.1.10 which does not require any smallness assumption.

A.3.11. Theorem. A sequence C → D → E of small stable ∞-categories and exact functors with vanishing

composite is a Karoubi sequence if and only if the induced sequence

Ind(C) ⟶ Ind(D) ⟶ Ind(E)

is a Verdier sequence (of not necessarily small ∞-categories).

Here Ind denotes the inductive completion of a small category, characterised for example as the smallest
subcategory of Fun(Cop, S) stable under filtered colimits and containing all representable functors.

Proof. First of all, note that inductive completion preserves both stability of ∞-categories and exactness
of functors for example as a consequence of [Lur09a, Proposition 5.3.5.10]: The colimit preserving exten-
sion of suspension is suspension, and the extension of loops is its inverse. Furthermore, it preserves full
faithfullness by [Lur09a, 5.3.5.11], commutes with Verdier quotients by [NS18, Proposition I.3.5] and by
[Lur09a, Lemma 5.4.2.4] the compact objects in Ind(C) form an idempotent completion of C. Combining
these statements it follows that an exact functor is a Karoubi equivalence if and only if it induces an equiv-
alence on inductive completions: The backwards direction is immediate, and given a Karoubi equivalence
C → Dwe find Ind(C) the kernel of Ind(D) → Ind(D∕C) ≃ 0 by Lemma A.1.8, since cocomplete categories
are in particular idempotent complete by [Lur09a, Corollary 4.4.5.16].

Reusing the three statements, the claim now follows from our characterisation of Verdier and Karoubi
sequences, Corollary A.1.10 and Proposition A.3.7. �

In fact, given a Karoubi sequence C
i
←←←←→ D

p
←←←←←←→ E the sequence Ind(C) → Ind(D) → Ind(E) consists of the

left adjoints in a stable recollement (note the order reversal)

Ind(E) Ind(D) Ind(C)

Ind(p)

⟂
⟂

Ind(i)

⟂
⟂

It follows immediately from [NS18, Proposition I.3.5], that Ind(p) admits a fully faithful right adjoint which
preserves colimits. By [Lur09a, Corollary 5.5.2.9] it then follows that this functor has a further right adjoint,
whence the results of the previous section give the adjoint to Ind(i) and its adjoint.

The other functors in this recollement do not, however, in general preserve compact objects, so one
cannot pass to them to obtain further Karoubi sequences.

A.3.12. Remark. By [NS18, Theorem I.3.3] the adjoint on inductive completions may be explicitely de-
scribed as taking p(x) to colimz∈C∕x

cof(z → x), and dually the right adjoint on projective completions is
given by taking x to limz∈Cx∕

f ib(x → y). As adjoints to localisations these are fully faithful and via the
inclusions Ind(C) ⊆ Fun(Cop, S) and Pro(C) ⊆ Fun(C, S)op they give a concrete way of constructing the
Verdier quotient.

A.3.13. Remark. Let us also warn the reader of the following asymmetry: Suppose given compactly gener-
ated stable ∞-categories C and D (i.e. cocomplete, stable ∞-categories that admit a set of compact objects
which jointly detect equivalences) and a functor F ∶ C → D which preserves colimits and compact objects.

If such F is a Verdier inclusion (of non-small ∞-categories) its restriction f to compact objects is auto-
matically a Karoubi inclusion, since full faithfulness is clearly retained. In fact, such an F is automatically
of the form Ind(f ) by [Lur09a, Propositions 5.4.2.17 & 5.4.2.19], and another application of [NS18, Propo-
sition I.3.5] exhibits the Verdier quotient of F as the inductive completion of that of f .

Conversely, however, if F is a Verdier projection (of non-small ∞-categories), it needs not follow that
its restriction to compact objects is a Karoubi projection, as the kernel of F may fail to be compactly
generated; in fact ker(F ) need not have any non-trivial compact at all. The first example of such a situation
was exhibited by Keller in [Kel94], we recall it in Example A.4.6 below.

The fibre of a Verdier projection between compactly generated categories is, however, automatically du-
alisable in the symmetric monoidal category of stable presentable ∞-categories. In as of now unpublished
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work Efimov constructed an extension of any localising invariants Catex
∞,idem

→ Sp, such as non-connective
K-theory, to such dualisable categories. This allows one to circumvent the difficulties for localisation se-
quences caused by the failure of compact generation, see [Hoy18] or [Efi18] for an account.

Finally, we extend the classification result Proposition A.2.11 for split Verdier sequences to the non-split
case. To this end consider a Verdier sequence C → D → E. Recalling Pro(C) = Ind(Cop)op we obtain from
Theorem A.3.11 and the discussion thereafter a split Verdier sequence

Pro Ind(C) Pro Ind(D) Pro Ind(E)

g′

g

⟂
⟂

q′

q

⟂
⟂

of fairly large categories, together with a classifying functor c∶ Pro Ind(E) → Pro Ind(C). Now consider
the categories Tate(C) and Latt(C) of (elementary) Tate objects and their lattices from [Hen17] (though we
warn the reader that Hennion denotes by Tate(C) the idempotent completion of the category we consider
here): Tate(C) is the smallest stable subcategory of Pro Ind(C) spanned by its full subcategories Pro(C) and
Ind(C), and Latt(C) is the full subcategory of Ar(Pro Ind(C)) spanned by the arrows with source in Ind(C)

and target in Pro(C). We obtain a commutative square

(72)

Pro Ind(D) Ar(Pro Ind(C))

Pro Ind(E) Pro Ind(C),

g′→g

cof

c

which is a pullback by (a rotation in the top right corner of) Proposition A.2.11. By direct inspection it
restricts to a commutative diagram

D Latt(C)

E Tate(C)

g′→g

cof

c

and we find:

A.3.14. Proposition. For any stable∞-categoryC the map cof ∶ Latt(C) → Tate(C) is a Verdier projection

with fibre C♮ and for a Verdier sequence C → D → E with C idempotent complete the diagram above is

cartesian.

The first part of this result is a special case of Clausen’s discussion of cone categories in [Cla17, Sec-
tion 3.1], particularly [Cla17, Remark 3.23], whereas the second part along with the uniqueness statement
in Proposition A.3.15 below was first observed by the eighth author in [Nik20], which also discusses a
monoidal version.

Combined they imply that the functor cof ∶ Latt(C) → Tate(C) is the universal Verdier projection with
fibre C though it does not run between small categories. One also readily checks, that a Verdier projection
D → E is right or left split if and only if the functor E → Tate(C) takes values in Pro(C) or Ind(C),
respectively, so that the pullbacks to these categories give the universal right or left split Verdier sequences.
For consistency note also that Ind(C) ∩ Pro(C) = C♮: Write X ∈ Ind(C) ∩ Pro(C) both as the limit of a
projective system Pi and as the colimit of an inductive system Ij in C. Then by the computation of mapping
spaces in Ind- and Pro-categories in [Lur09a, Section 5.3] the identity of X factors as

X → Pi → Ij → X

for some i and j, making X a retract of either object. Thus Proposition A.3.14 specialises back to the
split case Proposition A.2.11 (under the additional assumption that C be idempotent complete). Similarly,
Latt(C) → Tate(C)♮ is the universal Karoubi projection with fibre C♮, and one readily checks that Verdier
projections are characterised among Karoubi projections by the property that the classifying functor factors
through Tate(C) ⊆ Tate(C)♮.
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Proof. We start with the first claim: Evidently the kernel of the functor cof consists exactly of the equiv-
alences from an inductive to a projective object in C. This forces both to be constant (by the argument we
gave before the proof), whence the kernel is the full subcategory of Ar(C♮) spanned by the equivalences,
which is equivalent to C♮ itself. Consider then the natural functor

Latt(C)∕C♮ → Tate(C)

which we have to show is an equivalence. We start with full faithfulness. On the one hand, usingΩcof ≃ f ib

the space HomTate(C)(cof(i→ p), cof(i′ → p′)) can be described as Ω∞−1 of the total fibre of the square

homTate(C)(p, i
′) homTate(C)(i, i

′)

homTate(C)(p, p
′) homTate(C)(i, p

′)

using the evident maps. On the other hand using [NS18, Theorem I.3.3 (ii)] we have

homLatt(C)∕C♮(i → p, i′ → p′) ≃ colim
c∈C

♮

∕i′

homLatt(C)(i→ p, cof(c → i′) → cof(c → p′))

≃ colim
c∈C

♮

∕i′

homTate(C)(i, cof(c → i′)) ×homTate(C)(i,cof(c→p
′)) homTate(C)(p, cof(c → p′))

Now the total fibre above is invariant under replacing i′ and p′ by cof(c → i′) and cof(c → p′), respectively,
so straight from the definition of total fibres we find the fibre of

homLatt(C)∕C♮(i→ p, i′ → p′) ⟶ homTate(C)(cof(i → p), cof(i′ → p′)).

given by
colim
c∈C

♮

∕i′

homTate(C)(p, cof(c → i′)).

We claim that this term vanishes. For writing p = limk∈K pk for someK → C, we find from the computation
of mapping spaces in categories of projective systems in [Lur09a, Section 5.3], that

colim
c∈C

♮

∕i′

homTate(C)(p, cof(c → i′)) ≃ colim
c∈C

♮

∕i′

colim
k∈K

homInd(C)(pk, cof(c → i′))

≃ colim
k∈K

homInd(C)∕C♮(pk, i
′)

and the last term clearly vanishes.
Finally, we note that the image of the functor Latt(C)∕C♮ in Tate(C) is a stable subcategory containing

both Ind(C) and Pro(C) so is essentially surjective by definition of Tate(C).
We thus turn to the cartesianness of the square involving the Verdier projection D → E. We will reduce

the statement to the split case by means of the embedding into (72), see [Nik20] for a more direct argument.
Let P denote the pullback of E → Tate(C) ← Latt(C). Then the induced functor D → P is fully faithful,
since the square in question fully faithfully embeds into the right hand square before the proposition, which
is cartesian. It remains to check that D → P is essentially surjective. But by Proposition A.2.11 any e ∈ E,
together with i → p ∈ Latt(C) and an equivalence cof(i → p) ≃ c(e), determines an essentially unique
object d ∈ Pro Ind(D), namely q′(e) ×c(e) p. This object lies in D♮ = Pro(D) ∩ Ind(D) ⊆ Pro Ind(D), since
by construction there are fibre sequences

q(e) → d → p and i → d → q′(e)

as c(e) ≃ cof(q(e) → q′(e)) and the outer terms on the left are projective systems, whereas those on the
right are inductive ones. We claim that

D D♮

E E♮

p p♮
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is cartesian, whence d actually defines an object of D, which one readily checks to be a preimage of the
desired sort. For this final claim it is clearly necessary that C be idempotent complete, but this also suffices:
The functor from the pullback P of the remaining diagram (with D removed) to D♮ is clearly fully faithful,
thus so is D → P . It remains to show that this functor is essentially surjective. Pick then an d ∈ D♮ with
p♮(d) ∈ E and a witnessing retract diagram

d ⟶ d′ ⟶ d

with d′ ∈ D. By yet another application of [NS18, Theorem I.3.3 (ii)] we can find an x ∈ D together with
a map d′ → x covering the projection p(d′) → p♮(d). But then the fibre of the composite d → d′ → x lies
in C♮ = C ⊆ D, and thus so does d ∈ D as desired. �

Regarding the uniqueness of the classifying map in Proposition A.3.14, we extend the notion of ad-
jointability to commutative squares

D D′

E E′

i

p p′

j

with vertical Verdier projections by requiring their inductive and projective completions to be right and left
adjointable, respectively. Then we find:

A.3.15. Proposition. Given a Verdier sequence C → D → E and another stable ∞-category C′, the full

subcategory of Funex(D,Ar(C′)) spanned by the functors ' that give rise to adjointable squares

D Latt(C′)

E Tate(C′)

'

cof

'

in the sense just described is equivalent to Funex(C,C′) via restriction to vertical fibres. Furthermore, any

cartesian square whose vertical maps are Verdier projections is adjointable.

Proof. The first part follows from Proposition A.2.13 by unwinding definitions. The argument that induc-
tive completions of cartesian squares are adjointable is, however, more subtle (the case of the projective
completion is dual): To see that

Ind(D) Ind(D′)

Ind(E) Ind(E′)

'!

'!

p∗ (p′)∗

commutes, note first that by the universal property of inductive completions it suffices to check this af-
ter restriction to E ⊆ Ind(E). Next note that the statement becomes true after postcomposition with
p′
!
∶ Ind(D′) → Ind(E′), since

p′
!
'!p

∗ ≃ '!p!p
∗ ≃ '! ≃ p′

!
(p′)∗'!

via the canonical maps, since p∗ and (p′)∗ are fully faithful by assumption. It therefore only remains to
check that the composite '!p

∗ takes values in the image of (p′)∗, since p′
!

restricts to an equivalence on
this part on account of being a localisation. Using the standard embedding Ind(D′) ⊆ Funex((D′)op, Sp),
this image unwinds to exactly those functors (D′)op → Sp that vanish on C′, the kernel of p′. Under this
embedding'!p

∗(e) unwinds to the left Kan extension of homE(p−, e)∶ Dop
→ Sp along 'op ∶ Dop

→ Eop.
Evaluating at some c′ ∈ C′ using the pointwise formula yields

['!p
∗(e)](c′) ≃ colim

d∈D∕c′

homE(p(d), e).

But since we started with a cartesian square, picking a preimage c ∈ C = ker(p) of c′ yields an equivalence
D∕c → D∕c′ , which shows that (c, '(c) → c′) is a terminal object in D∕c′ , so

['!p
∗(e)](c′) ≃ homE(p(c), e) ≃ 0

as desired. �
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A.3.16. Example. LetC andE be stable∞-categories, withC idempotent complete, and letB∶ Cop×E → Sp
be a bilinear functor. Interpreting B as a functor E → Funex(Cop, Sp) ≃ Ind(C) ⊂ Tate(C), we can pull back
the universal Verdier sequence with fibre C along B as to obtain a Verdier sequence C → D → E (which
automatically has a left adjoint, since the restriction of the universal Verdier sequence to Ind(C) ⊂ Tate(C)

does). Then, this Verdier sequence is the sequence

C
f
←←←←←←←→ Pair(C,E,B)

p
←←←←←←→ E

obtained from the pairings construction from § [I].7, where the first map includes C as objects of the form
(c, 0, 0) and the second map projects (c, e, �) to e.

Indeed, the classifying map of the latter sequence is given by the suspension of the composite

E
q
←←←←←←→ Pair(C,E,B)

g′

←←←←←←←←←→ Ind(C) ⊂ Tate(C)

where q is the left adjoint of p (given by the inclusion as objects of the form (0, e, 0)), and g′ is the right
adjoint of Ind(f ). Identifying Ind(C) with Funex(Cop, Sp), this right adjoint is given by the formula

X ↦ HomPair(C,E,B)(f (−), X),

so the above composite corresponds to the bilinear functor

Cop × E → Sp, (c, e) ↦ HomPair(C,E,B)(f (c), q(e)),

whose suspension agrees with B(c, e) by the formula for mapping spaces in pairing categories, [I].(174).

A.4. Verdier and Karoubi sequences among module categories. Let �∶ A → B be a map of E1-ring
spectra. Extension of scalars induces an exact induction functor

�! ∶ ModA → ModB , M ↦ B ⊗AM

on the categories of (left) modules, which is left adjoint to the restriction of scalars functor�∗ ∶ Mod(B) →
Mod(A). Induction restricts to functors

�! ∶ Mod!A → Mod!B and �! ∶ ModcA → Mod
�(c)
B

,

where c ⊆ K0(A) is a subgroup and ModcA the full subcategory of Mod!A spanned by those A-modules X
with [X] ∈ c ⊆ K0(A). The most important special case of the latter construction is the case where c is the
image of the canonical map ℤ → K0(A), 1 ↦ A, in which case ModcA = ModfA is the stable subcategory of
Mod!A generated by A. In this section we analyse when these functors are Verdier or Karoubi projections.

Remark. We remind the reader mainly interested in the classical case of discrete rings of the following
dictionary: The Eilenberg-Mac Lane spectrum of a discrete ringA is an E1-ring spectrum, which we denote
by HA. The category Mod(HA) of HA-module spectra is then equivalent to the (unbounded) derived ∞-
category of A, that is, the ∞-categorical localisation of the category of A-chain complexes at the class of
homology equivalences, see [Lur17, Remark 7.1.1.16].

The reader should be aware that under this equivalence, HM⊗HAHN corresponds to the derived tensor
product M ⊗L

A
N of M and N which may be non-discrete, even if M and N are discrete; in this case the

derived tensor product is connective and we have

�i(HM ⊗HA HN) ≅ TorAi (M,N), (i ≥ 0).

Now let Mod(A)B ⊆ Mod(A) denote the kernel of the induction functor �!∶ Mod(A) → Mod(B).

A.4.1. Lemma. Let �∶ A → B be a map of E1-ring spectra and denote by I the fibre of �, considered as

an A-bimodule. Then the following are equivalent:

i) The multiplication B ⊗A B → B is an equivalence.

ii) We have B ⊗A I ≃ 0.

iii) The diagram

Mod(B) Mod(A) Mod(A)B

�∗

�!

⟂
⟂

homA(I,−)

inc

⟂
⟂

with the right pointing arrows given by �∗ and I ⊗A −, respectively, is a stable recollement .
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Note that iii) in particular contains the statement that I ⊗A −∶ Mod(A) → Mod(A) has image in
Mod(A)B as indicated. Of course, one may as well replace Mod(A)B in the statement by the kernel of �∗

and extrapolating from the example B = A[s−1] one might call such modules �-complete: In this case the
lower adjoint becomes the inclusion, the right pointing map homA(I,−) and the top adjoint I ⊗A −.

Proof. For the equivalence between the first two items simply note that

B ≃ B ⊗A A
id⊗�
←←←←←←←←←←←←←←←←←←←←→ B ⊗A B

is always a right inverse to the multiplication map of B. So the latter is an equivalence if the fibre of the
former vanishes. The statement of iii) contains ii), since I = I ⊗A A ∈ Mod(A)B. Finally, assuming the
first two items, we first find find that

B ⊗A I ⊗A X ≃ 0

so that I ⊗A X ∈ Mod(A)B for all X ∈ Mod(A) and the diagram in iii) is well-defined. Furthermore, it
follows that �∗ is fully faithful: For this one needs to check that the counit transformation B ⊗A Y → Y is
an equivalence for every B-module Y . But as both sides preserve colimits and B generates Mod(B) under
colimits, it suffices to check this for Y = B where we have assumed it. It then follows from the discussion
after Proposition A.2.10 that the diagram

Mod(B) Mod(A)

�∗

�!

⟂
⟂

can be completed to a stable recollement and the fibre sequences connecting the various adjoints are easily
checked to give the formulae from the statement. �

A.4.2. Definition. We will call a map �∶ A → B of E1-ring spectra satisfying the equivalent conditions of
the previous lemma a localisation.

A map R → S between discrete rings, will be called a derived localisation if the associated map HR→

HS is a localisation in the sense above.

A.4.3. Remark. i) We warn the reader that it is not true, that a localisation of discrete rings A → B is
generally a derived localisation in the sense of Definition A.4.2. The latter condition additionally en-
tails that TorAi (B,B) = 0 for all i > 0. This is automatic ifA andB are commutative or more generally
if the localisation satisfies an Ore condition, see Corollary A.4.5 below, but can fail in general.

ii) The discrete counterpart of Definition A.4.2 for ordinary rings and ordinary tensor products was stud-
ied by Bousfield and Kan in [BK72], where they have classified all commutative rings R whose mul-
tiplication R⊗ℤ R→ R is an isomorphism, a property which is called solid in [BK72]. We note that
for a map of connective E1-rings A → B being a localisation implies the solidity of �0A → �0B but
even for discrete A and B the converse is not true.

iii) Besides localisations, there is another common source of solid ring maps, namely quotients. Even
among commutative rings these are, however, rarely derived localisations: For example, if A is com-
mutative then TorA

1
(A∕I, A∕I) ≅ I ⊗A A∕I ≅ I∕I2. If I is finitely generated and I∕I2 = 0,

Nakayama’s lemma implies that I is principal on an idempotent element in A. Thus, if A has no
non-trivial idempotents, either I = 0 or I = A. For an example of a quotient map that is a derived
localisation, see Example A.4.6 below.

iv) Finally, let us mention that any for any open embedding of affine schemesX → Y the restriction map
O(Y ) → O(X) is a derived localisation and under mild finiteness assumption this in fact characterises
open embeddings among affines by [TV07, Lemma 2.1.4].

Now, to state the main result of this section we need a bit of terminology. By Lemma A.4.1 a map
�∶ A → B is a localisation if and only if I = fib(A → B) ∈ Mod(A)B. Given a full subcategory
C ⊆ Mod(A) let us write CB = C ∩ Mod(A)B and say that � has perfectly generated fibre, if I lies in the
smallest subcategory of Mod(A)B containing (Mod!A)B and closed under colimits.

A.4.4. Proposition. Let �∶ A → B be a localisation of E1-rings with perfectly generated fibre. Then

(Mod!A)B ⟶ Mod!A
�!
←←←←←←←←←←→ Mod!B
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is a Karoubi sequence and

(ModcA)B ⟶ ModcA
�!
←←←←←←←←←←→ Mod

�(c)
B

is a Verdier sequence for every c ⊆ K0(A).

Proof. Combining Theorem A.3.11 and Lemma A.4.1 it only remains to show that Ind((Mod!A)B) ≃ Mod(A)B)
to obtain the first claim. But by [Lur09a, Proposition 5.3.5.11] the former term is equivalent to the smallest
subcategory of Mod(A)B containing (Mod!A)B closed under colimits, so by assumption it contains I . But
the smallest stable subcategory of Mod(A) containing I and closed under colimits is Mod(A)B as follows
immediately from the stable recollement of iii) (since A generates Mod(A) under colimits).

Since the inclusion ModcA → Mod!A is a Karoubi equivalence and similarly for B, it follows that also

�! ∶ ModcA → Mod
�(c)
B

is a Karoubi projection. But the essential image of this functor is then the Verdier
quotient by its kernel, see Corollary A.3.8, and therefore a dense stable subcategory of Mod!B . The second
claim follows from the classification of dense subcategories A.3.2 and Proposition A.3.9. �

A.4.5. Corollary. Given an E1-ring A and a subset S ∈ �∗(A) of homogeneous elements satisfying the left

Ore condition, for example �∗(A) could be (skew-)commutative, then

(Mod!A)S ⟶ Mod!A
−[S−1]
←←←←←←←←←←←←←←←←←←←←←←←←←←←→Mod!

A[S−1]

is a Karoubi sequence and for every c ⊆ K0(A)

(ModcA)S ⟶ ModcA
−[S−1]
←←←←←←←←←←←←←←←←←←←←←←←←←←←→Mod

im(c)

A[S−1]

is a Verdier sequence.

Here we have abbreviated (Mod!A)A[S−1] to (Mod!A)S and similarly in the case of finitely presented mod-
ule spectra.

Proof. Under the Ore condition the Mod(A)S is generated under colimits by the perfect modules A∕s =

cof[A
s
←←←←←→ A] for s ∈ S, see [Lur17, Lemma 7.2.3.13]. Thus Proposition A.4.4 applies. �

While the theorem of Thomason-Trobaugh for example implies that for an open embedding X → Y
of affine schemes the map O(Y ) → O(X) has perfectly generated fibre, this condition is unfortunately not
automatic for a general localisation, and we do not know of a reformulation in purely ring theoretic terms,
even when all constituents rings are discrete. The following counter-example is due to Keller [Kel94], we
thank Akhil Mathew for pointing it out to us:

A.4.6. Example. Let k be a field and A ∶= k[t, t1∕2, t1∕4, ...] the commutative k-algebra obtained from the
polynomial algebra k[t] by adding a formal 2i-order root t1∕2

i
of t for every i ≥ 1. Let I ⊆ A be the

ideal generated by the t1∕2
i

for i ≥ 0 and �∶ A → A∕I = k the quotient map. We then claim that � is a
localisation. To see this, note first that by Lemma A.4.1 it will suffice to show that I ⊗A k ≃ 0. Now the
ascending filtration of I by the free cyclic submodules t1∕2

i
A ⊆ I gives a presentation of I as a filtered

colimit

I = colim[A
t1∕2

←←←←←←←←←←←←←←←→ A
t1∕4

←←←←←←←←←←←←←←←→ A
t1∕8

←←←←←←←←←←←←←←←→ ...]

and so I ⊗A k ≃ colim[k
0
←←←←←←→ k

0
←←←←←←→ ...] ≃ 0, cf. Wodzicki [Wod89, Example 4.7(3)].

But the fibre of � is not perfectly generated. To see this, let S ⊆ A be the multiplicative set of all
elements which are not in I and let A[S−1] be the localisation of A at S, so thatA[S−1] is a local k-algebra
with maximal ideal I[S−1]. By (a derived version of) Nakayama’s lemma every perfect A-moduleM such
that M ⊗A k ≃ 0 will also satisfy M[S−1] ≃ 0. It then follows that also the colimit closure of (Dp(A))A∕I
is contained in D(A)S . But IS ≠ 0 and so these do not contain I .

A.4.7. Example. In the situation of Proposition A.4.4Mod!A → Mod!B can easily fail to be a Verdier projec-
tion. For example, suppose that k is a field and A = k[x, y] is the (ordinary) commutative polynomial ring
in two variables over k. Let p ∈ A be an element such that spec(A∕p) ⊆ spec(A) = A2

k
is a reduced and
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geometrically irreducible affine curve with a unique a singular point which is a node (e.g., p = y2−x3−x2).
Set B = A[ 1

p
]. Then the fibre of the inclusion A→ B is generated by B∕p and so

(73) Dp(A) → Dp(B)

is a Karoubi projection. However, since spec(A) is smooth one has that K−1(A) = 0 while by [Wei01,
Lemma 2.3] one has K−1(A∕p) ≅ ℤ. By the localisation sequence in algebraic K-theory it then follows
that coker(K0(A) → K0(B)) ≅ ℤ. In particular, the functor (73) is not essentially surjective and hence not
a Verdier projection, see Corollary A.1.7.

APPENDIX B. COMPARISONS TO PREVIOUS WORK

In this appendix we compare our construction of Grothendieck-Witt spectra to two constructions in the
literature: Schlichting’s definition of Grothendieck-Witt spectra of rings with 2 invertible [Sch10a], and
Spitzweck’s definition of Grothendieck-Witt spaces for stable ∞-categories with duality [Spi16]. In our
language both cases pertain solely to symmetric Poincaré structures: In the case of Spitzweck’s work,
this largely consists of unfolding the definitions, whereas for exact categories, this is enforced by 2 being
invertible, which makes the quadratic and symmetric Poincaré structures, and also their variants such as
the genuine ones, agree. Spitzweck already gave a comparison between his definition and Schlichting’s
when applied to categories of chain complexes over a ring in which 2 is invertible, and our proof is a
straightforward generalisation of his.

From Schlichting’s work we then also obtain, that for a ring with involution R, in which 2 is invertible,
and an invertible R-module M the canonical map

Unimod(R,M)grp → GW(Dp(R), Ϙs
M
)

is an equivalence; here, Unimod(R,M) denotes the groupoid of unimodular,M-valued symmetric bilinear
forms on finitely generated projectiveR-modules, symmetric monoidal under orthogonal sum. As explained
in the introduction, this statement is no longer true if 2 is not invertible in R: The target has to be replaced
by the Grothendieck-Witt space associated to the genuine Poincaré structure, and furthermore, one needs
to distinguish between symmetric and quadratic forms. A proof of this more general statement, entirely
independent from the discussion here, will be given in [HS21] by adapting the parametrised surgery methods
of Galatius and Randal-Williams from [GRW14] to the present setting.

Remark. We do not attempt here a comparison of our work to the recent definitions in [HSV19, Sch19a].
For the latter, it requires a more detailed discussion of the genuine quadratic functors and the result is a
consequence of [HS21]; for the former we note that Poincaré∞-categories provide examples of Waldhausen
categories with genuine duality and that we expect our definition of the KR-functor to coincide with the
restriction of that from [HSV19, Corollary 5.18].

B.1. Spitzweck’s Grothendieck-Witt space of a stable ∞-category with duality. We start by comparing
our definition to Spitzweck’s from [Spi16]. To this end recall from Section [I].7.2 the forgetful functor

Catp∞ ⟶ Catps∞,

where an object in the target consists of a stable ∞-category equipped with a perfect biliear functor Cop ×

Cop
→ Sp. Informally, the functor is given by taking a Poincaré ∞-category (C, Ϙ) to (C,BϘ). This functor

has fully faithful left and a right adjoints informally given by taking (C,B) to (C, Ϙq
B
) and (C, Ϙs

B
), respectively,

see Proposition [I].7.2.17. Extracting the duality from a perfect symmetric bilinear functor results in an
equivalence

Catps∞ ⟶ (Catex∞)hC2 ,

where C2 acts on Catex∞ by taking opposites, see Corollary [I].7.2.15. We will use this equivalence and the
right adjoint above to regard a stable ∞-category with duality as a Poincaré ∞-category throughout this
section.

Let us denote by GW(C,D) Spitzweck’s Grothendieck-Witt space from [Spi16, Definition 3.4], we recall
the definition below. We purpose of this section is to show:
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B.1.1. Proposition. For any perfect symmetric bilinear functor B on a small stable ∞-category there is a

canonical equivalence

GW(C,DB) ≃ GW(C, Ϙs
B
)

of E∞-groups natural in the input.

For the definition of GW(C,D) Spitzweck employs the edgewise subdivision of Segal’s S-construction:
Recall the usual S-constructionCatex∞ → sCatex∞ given degreewise as the full subcategory of Fun(Ar(Δn),C)
spanned by those diagrams ' with '(i ≤ i) ≃ 0 and having the squares

'(i ≤ k) '(i ≤ l)

'(j ≤ k) '(i ≤ l)

bicartesian for every set of numbers i ≤ j ≤ k ≤ l. The edgewise subdivision Se(C) of S(C) is then given
by precomposing this simplicial category with the functor Δop

→ Δop, sending [n] to [n] ∗ [n]op. Now
Spitzweck equips the categories Fun(Ar(Δn ∗ (Δn)op),C) with the duality Dn induced by conjugation with
respect to flipping the join factors in the source and the given duality D on C; more formally, let us denote
the internal mapping objects of the cartesian closed category Cat

hC2
∞ by FunhC2 . Then the arrow categories

inherit dualities via
Ar(C,D) = FunhC2((Δ1, f l), (C,D))

and Sen(C,D) is defined as the full subcategory of

FunhC2
(
(Ar(Δn ∗ (Δn)op), f l), (C,D)

)

spanned by the diagrams in Sen(C) = S2n+1(C), which is meaningful since the duality carries this subcategory
into itself. Naturality in n then assembles Se(C,D) into a simplicial category with duality, i.e. a functor
Δop

→ (Catex∞)hC2 . Spitzweck sets

GW(C,D) = f ib(|CrSe(C)hC2| → |CrSe(C)|).

To start the comparison, we also recall that Se(C) is canonically equivalent to Q(C): There is a canonical
map TwAr(Δn) → Ar(Δn ∗ (Δn)op) natural in n, taking (i ≤ j) to (i0 ≤ j1), where the subscript indicates
the join factor. Pullback along this map is easily checked to give an equivalence

Se(C) ⟶ Q(C).

In degree 1 for example it takes

0 �(00 ≤ 10) �(00 ≤ 11) �(00 ≤ 01)

0 �(10 ≤ 11) �(10 ≤ 01)

0 �(11 ≤ 01)

0

to
�(00 ≤ 01) �(00 ≤ 11) �(10 ≤ 11).

Now we claim that the duality described above associated to DB corresponds exactly to that induced by
(Ϙs

B
)n ∶ Qn(C)

op
→ Sp. To see this recall thatQn(C, Ϙ) is a full subcategory of the cotensoring (C, Ϙ)TwAr(Δ

n),
and thus to refine the equivalence between the Q- and S-constructions to a hermitian functor it suffices to
give a functor

qn ∶ TwAr(Δn) ⟶ Funh
(
(Sen(C), Ϙ

s
Dn
), (C, Ϙs

D
)
)
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refining the one on underlying categories described above. To this end, we note that assigning to (i ≤ j) ∈
TwAr(Δn) the arrow (i0 ≤ j1) → (j0 ≤ i1) in Ar(Δn ∗ (Δn)op) gives a functor

pn ∶ TwAr(Δn) ⟶ Ar(Ar(Δn ∗ (Δn)op, f l))C2 ,

natural for n ∈ Δ; here the superscript indicates functors strictly commuting the with identifications of the
input categories with their opposites. Pullback along this equivariant functor produces a map

TwAr(Δn) ⟶ FunhC2
(
(Sen(C),Dn), Fun

hC2((Δ1, f lip), (C,D))
)
.

Now, by Remark [I].7.3.4 Ar(C,D) is the underlying ∞-category with duality of the Poincaré ∞-category
Ar(C, Ϙs

D
) and since the functor (Catex∞)hC2 ≃ Catps∞ → Catp∞, (C,D) ↦ (C, Ϙs

D
) is fully faithful by Proposi-

tion [I].7.2.17 and preserves products (as a right adjoint), we get a canonical equivalence

FunhC2((Sen(C),Dn),Ar(C,D)) ≃ Funp((Sen(C), Ϙ
s
Dn
),Ar(C, Ϙs

D
)).

But by construction of the Poincaré structure onAr(C, Ϙ) evaluation at the source defines a hermitian functor
(that is not usually Poincaré) Ar(C, Ϙ) → (C, Ϙ). In total, we obtain the desired functor qn by composing the
three steps just described. To see that its adjoint (Sen(C), Ϙ

s
Dn
) → Qn(C, Ϙ

s
D
) is Poincaré (and thus in fact an

equivalence of Poincaré ∞-categories) it suffices to check this after postcomposition with the Segal maps
Qn(C, Ϙ) → Q1(C, Ϙ) by Lemma 2.2.5, where it is a simple application of the formula for the duality in
cotensor categories Proposition [I].6.3.2.

The proof of Proposition B.1.1 is now simple:

Proof. The natural equivalence
(Sen(C), Ϙ

s
Dn
) ≃ Qn(C, Ϙ

s
D
)

constructed above implies that

(CrSe(C))hC2 ≃ (Cr Qn(C))
hC2 ≃ PnQ(C, Ϙs

B
)

by Proposition [I].2.2.11 and therefore one obtains

GW(C,DB) = f ib(|PnQ(C, Ϙs
B
)| → |Cr Q(C)|).

The proposition then follows from the metabolic fibre sequence Corollary 4.1.5. �

B.2. Schlichting’s Grothendieck-Witt-spectrum of a ring with 2 invertible. We now turn to the more
delicate comparison to the classical set-up of exact categories with duality from [Sch10a] and [Sch10b]. It
consists of an additive (ordinary) categoryE, equipped with three special types of arrows, namely, inflations,
deflations and weak equivalences, satisfying suitable properties, as well as a duality D∶ E → Eop, which
switches between the inflations and deflations and preserves weak equivalences. A symmetric object in
E is then an object X ∈ E equipped with a self-dual map �∶ X → DX. Such a symmetric object is
said to be Poincaré � is a weak equivalence. Let us denote by Poi(E,W ,D) the category whose objects
are the Poincaré objects (X,�) in E and the morphisms are the weak equivalences f ∶ X→X′ such that
D(f )�′f = �. Similarly, let cor(E,W ) denote the subcategory of E containing only the weak equivalences
as morphisms. In both cases we may suppress W and D to declutter the notation.

To define a Grothendieck-Witt space in this context one again uses the edgewise subdivision SenE of
the S-construction (see the previous section for a recollection), which in the case at hand inherits an exact
structure with pointwise weak equivalences, and a duality which is defined on objects by sending a diagram
X to

(DX)(i� ≤ j�) = D(X(j1−� ≤ i1−�)).

One then defines the associated Grothendieck-Witt space GW(E,W ,D) as the fiber of the map

| Poi(SeE)| → |cor(SeE)|.
For a ringR and a (discrete) invertibleR-module with involutionM one can consider the category Proj(R)
of finitely generated projectiveR-modules as an exact category (with inflations the split injections and con-
flations the split surjections), with the dualityDM ∶ Proj(R) → Proj(R)op given byX ↦ HomR(X,M) and
weak equivalences the isomorphisms. Under the assumption that 2 is invertible inR Schlichting then proves
that GW(Proj(R), Iso,DM ) is naturally equivalent to the group completion of the symmetric monoidal E∞-
space |Unimod(R,M)| = | Poi(Proj(R), Iso,DM )|, see [Sch17, Appendix A].
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On the other hand, one may also consider the exact category Chb(R) of bounded chain complexes in
Proj(R) with weak equivalences being the quasi-isomorphisms and with the exact structure and dual-
ity induced by those of Proj(R). Schlichting then shows that the natural map GW(Proj(R), Iso,DM ) →

GW(Chb(R), qIso,DM ) is an equivalence, see [Sch10b, Proposition 6]; this does not require 2 being invert-
ible in R.

The advantage of working with Chb(R) instead of Proj(R) is that it enables one to refine the above def-
inition into a Grothendieck-Witt spectrum. For this one considers the shifted duality D[n]

M
∶ Chb(R) →

Chb(R)op obtained by post-composing DM with the n’th suspension functor sending C to the shifted com-
plex C[n] defined by C[n]i = Ci−n. Schlichting’s Grothendieck-Witt (pre-)spectrum GW(R,M) is then
defined as the sequence of spaces

GW(R,M) =
(| Poi(Chb(R), qIso,DM )|, | PoiSe(Chb(R), qIso,D[1]

M
)|, | Poi ((Se)(2)(Chb(R), qIso,D[2]

M
)
)
,…

)

with bonding maps induced by the map into the 1-simplices

Poi
(
Chb(R), qIso,D[n]

M

)
⟶ Poi

(
Se
1
(Chb(R), qIso,D[n+1]

M
)
)

given by the duality preserving functor Chb(R) → Se
1
(Chb(R)) that sends a chain complexC to the diagram

0 C C 0

0 0 C[1]

0 C[1]

0

of Se
1
Chb(R) = S3 Ch

b(R).

B.2.1. Remark. The Grothendieck-Witt spectrum of [Sch17, Section 5] is defined more generally for dg-
categories with duality, in which case the shifted duality requires a more careful construction. When applied
to Chb(R), this construction yields a different, but equivalent model for (Chb(R),D[n]), see the remarks
immediately following [Sch17, (5.1)].

We refrain from carrying out the necessarily more elaborate comparison at this level of generality, as the
present one suffices for our applications in Paper [III].

Now recall that Dp(R) is the ∞-categorical localisation of Chb(R) with respect to quasi-isomorphisms.
The dualityD[n]

M
then induces the duality on Dp(R) associated to (Ϙs

M
)[n], which we will also denote by D[n]

M
.

The localisation functor Chb(R) → Dp(R) then determines a compatible collection of duality preserving
functors

(Se)(n)(Chb(R)) (Se)(n)(Dp(R)) Q(n)(Dp(R)),

see the discussion after Proposition B.1.1. Using Proposition [I].2.2.11 it induces a compatible collection
of maps

(74) | Poi((Se)(n)(Chb(R), qIso,D[n]
M
))| Pn(Q(n)(Dp(R), (Ϙs

M
)[n])) ,

which fit together to give a natural map of spectra

(75) GW(R,M) GW(Dp(R), Ϙs
M
).

Our goal in this subsection is to prove:

B.2.2. Proposition. Let M be a (discrete) invertible R-module with involution, such that 2 is invertible in

R. Then the map (75) is an equivalence of spectra.
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We will also show, that Schlichting’s definition of the Grothendieck-Witt space of an exact category in
which 2 is invertible agrees with ours. To this end let E be an exact category with duality D and weak equiv-
alencesW . We will say that E is homotopically sound if the collection of deflations and weak equivalences
on E exhibits it as a category of fibrant objects in the sense of [Cis19, Definition 7.5.7]. Since the duality D

preserves weak equivalences and switches between inflations and deflations this is also equivalent to saying
that the collection of inflations and weak equivalences on E exhibits it as a category of cofibrant objects.
In this case we will denote by E[W −1] the ∞-categorical localisation of E with respect to the collection of
weak equivalences.

B.2.3. Proposition. Suppose that E is a homotopically sound, exact category with duality D and weak

equivalencesW , in which 2 is invertible. Suppose further that E[W −1] is stable. Then the natural map

| Poi(E,W ,D)| → Pn(E[W −1], Ϙs
D
)

is an equivalence.

Proof. Put E[W −1] = E∞ for readibility. Consider then the commutative square

(76)

Poi(E,W ,D) Pn(E∞, Ϙ
s
D
)

W CrE∞

where the vertical functors are forgetful. By [Cis19, Corollary 7.6.9] the bottom horizontal map becomes
an equivalence upon realisation. By Quillen’s theorem B it will hence suffice to show that for everyX ∈ E

the map

(77) Poi(E,W ,D) ×W W∕X Pn(E∞, Ϙ
s
D
) ×CrE∞

(CrE∞)∕X

is an equivalence after realisation. Let IX ⊆ W∕X be the full subcategory spanned by the deflations Y ↠ X
that are also weak equivalences. We claim that the map

(78) i∶ Poi(E,W ,D) ×W IX ⟶ Poi(E,W ,D) ×W W∕X

induces an equivalence on realisations. To see this, let X → XI
→ X ×X be a path object for X, whose

existence is guaranteed by our assumption that E is a category of fibrant objects with respect to deflations.
Construct a functor

q ∶ Poi(E,W ,D) ×W W∕X → Poi(E,W ,D) ×W IX

by sending (q ∶ Y → DY , Y→X) to (Dpr◦q◦pr, Y ×XX
I
↠X, )), where pr ∶ Y ×XX

I
→ Y is the projection

to the first component. The natural map (q, Y→X) → (Dpr◦q◦pr, Y ×X XI ) induced by the structure
map X → XI then determines natural transformations id ⇒ q◦i and id ⇒ i◦q, showing that (78) is an
equivalence after realisation. It will hence suffice to show that the map

(79) | Poi(E,W ,D) ×W IX| Pn(E∞, Ϙ
s) ×CrE∞

(CrE∞)∕X
i

is an equivalence. We now observe that the left vertical map in (76) is a right fibration classified by the
functorX ↦ HomW (X,DX)C2 ≃ HomW (X,DX)hC2, recall that Set ⊂ S is closed under limits. Similarly,
the right vertical map is classified by X ↦ MapCrE∞

(X,DX)hC2; since Cr(E∞)∕X is contractible we will
not need the full statement here, but rather only that the fibre of Pn(E∞, Ϙ

s
D
) → Cr(E∞) over a point X is

given by MapCrE∞
(X,DX)hC2. This follows from the general fact that for a C2-space X ∈ ShC2 the fibre

of XhC2 → X over some x ∈ X may be computed as Mapx(S
� , X)hC2 from the fibre sequence

Mapx(S
� , X) ⟶ Map(∗, X) ⟶ Map(C2, X).

Since total spaces of right fibrations are given as the opposites of the colimits in Cat∞ of their classified
functors by [Lur09a, Corollary 3.3.4.6], and thus their realisation as the colimits in S, we may identify (79)
with the natural map

(80) colim
[Y↠X]∈I

op

X

HomW (Y ,DY )hC2 ⟶ HomCrE∞
(X,DX)hC2
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inS. Now, since 2 is assumed invertible inE, multiplication by 2 acts invertibly on theE∞-groupsHomE(Y ,DY ),
which is of course an ordinary abelian group, and HomE∞

(Y ,DY ). It follows that the norm map identifies
their homotopy fixed points with their homotopy orbits (in E∞-groups). In particular, the homotopy fixed
point functor commutes with colimits of E∞-groups in which 2 is invertible. Now note that the category IX
admits products (given by fibre products in E overX), and so I

op

X
is sifted in the ∞-categorical sense. Since

the forgetful functor from E∞-groups to spaces preserves sifted colimits by [Lur17, Proposition 1.4.3.9],
we conclude that

colim
[Y↠X]∈I

op

X

HomW (Y ,DY )hC2 ≃

[
colim

[Y↠X]∈I
op

X

HomW (Y ,DY )

]hC2

,

so it suffices to establish that

(81) colim
[Y→X]∈I

op

X

HomW (Y ,DY ) HomCrE∞
(X,DX)

is an equivalence. Since I
op

X
is sifted the map induced by the diagonal

colim
[Y↠X]∈I

op

X

HomW (Y ,DY ) colim
[Y↠X,Z↠X]∈I

op

X
×I

op

X

HomW (Y ,DZ)

is an equivalence. We have thus reduced to showing that the natural map

(82) colim
[Y↠X,Z↠X]∈I

op

X
×I

op

X

HomW (Y ,DZ) HomCrE∞
(X,DX)

is an equivalence. Since the duality switches inflations and deflations we may rewrite this as

(83) colim
[Y↠X,DX↪Z′]∈I

op

X
×JDX

HomW (Y ,Z′) HomCrE∞
(X,DX),

where JDX denotes the subcategory of WDX∕ spanned by the inflations. Now this last map is an equiva-
lence on general grounds; it is one formula for derived mapping spaces in categories of fibrant/cofibrant
objects [Cis10, Proposition 3.23]. �

B.2.4. Lemma. Suppose that E is homotopically sound. Then for every n ≥ 0 the exact category with

weak equivalences SnE is homotopically sound and the natural functor SnE → Sn(E[W
−1]) exhibits the

∞-category Sn(E[W
−1]) as the localisation of SnE with respect to the pointwise weak equivalences.

Proof. We note that SnE is equivalent to the category of sequences of inflations

X1 ↪ X2 ↪ ... ↪ Xn

with the inflations in SnE being the Reedy inflations. It is then standard that if E is category of cofi-
brant objects then the collection of Reedy inflations exhibit SnE as a category of cofibrant objects, see
e.g. [Cis19, Theorem 7.4.20 & Example 7.5.8]. On the other hand, Sn(E[W

−1]) is equivalent to the ∞-
categoryFun(Δn,E[W −1]) of sequences of n−1 composable maps inE[W −1]. The fact thatFun(Δn,E[W −1])

is the ∞-categorical localisation of the category of Reedy sequences of inflations then follows from [Cis19,
Theorems 7.5.18 & 7.6.17]. �

Proof of Proposition B.2.2. Let us denote the duality induced by M simply by D, and the induced dual-
ity on the r-fold S-construction by D(r). Applying Proposition B.2.3 to the levels of the multisimplicial

exact category with duality (Se)(r)(Chb(R), qIso,D[r]
M
), which is possible by Lemma B.2.4, we obtain an

equivalence of Schlichting’s GW(R,M) to the (pre-)spectrum formed by the sequence
(
Pn(Dp(R), Ϙs

D
), |Pn(Se(Dp(R)), Ϙs

D
[1]
(1)

)|, |Pn((Se)(2)(Dp(R)), Ϙs
D
[2]
(2)

)|,… )

But the latter agrees with
(
Pn(Dp(R), Ϙs

D
), |PnQ(Dp(R), (Ϙs

D
)[1])|, |PnQ(2)(Dp(R), (Ϙs

D
)[2])|,… )

= GW(Dp(R), Ϙs
D
)

termwise by the discussion following Proposition B.1.1, and one readily checks that also the bonding maps
correspond. �
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B.2.5. Corollary. Let E be a homotopically sound, exact category with duality D and weak equivalences

W , in which 2 is invertible, and such that E[W −1] is stable. Then there is a canonical equivalence

GW(E,W ,D) ≃ GW(E[W −1], Ϙs
D
).

Proof. From Proposition B.2.3 and Lemma B.2.4 we find that the defining map | Poi(SeE)| → |cor(SeE)|
is equivalently given by

|Pn(Se(E[W −1]), Ϙs
D(1)

)| → |Cr(Se(E[W −1])|.
But the discussion following Proposition B.1.1 identifies this further with

|PnQ(E[W −1], Ϙs
D
)| ⟶ |Cr Q(E[W −1])|

and so Corollary 4.1.5 gives the claim. �
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