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The Data for Sentiment Analysis

The dataset that we used to implement our machine learning
algorithm is called Movie Review Data, downloaded from
https://www.cs.cornell.edu/people/pabo/movie-review-data/. This
webpage is a distribution site for movie-review data for use in
sentiment-analysis experiments
In this Movie Review Dataset, we have 2000 collections of
movie-review documents labeled with respect to their overall
sentiment polarity (1000 positive reviews and 1000 negative reviews)
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Term-frequency – Inverse Document Frequency
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Term-frequency – Inverse Document Frequency
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Why TF-IDF?
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Data cleaning process

I Remove punctuation in our dataset
I Tokenization - spliting strings into a list of words
I Remove stop words
I Lemmatize (reducing a word to its root form)
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Data Visualization
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Machine learning algorithm

I Based upon the above section pick some parameters for
TfidfVectorizer “fit” your TfidfVectorizer using docstrain

I Compute “Xtrain”, a Tf-idf-weighted document-term matrix
using the transform function on docstrain

I Compute “Xtest”, a Tf-idf-weighted document-term matrix
using the transform function on docstest

I Use LinearSVC (or KNeighbors Classifier)
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Supervised and unsupervised learning examples

Twitter topic: “Toyota”
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Supervised Learning

One way of doing feature engineering to get the two components for
the plot

Figure: Dummy approach. Features: y-component, just the labels; the
x-components, sum of the components
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Supervised Learning

I linear SVC after doing the ITF/IDF vectorization and extract the
corresponding coefficients given by the classifier

I ordering the first negative coefficients and the first positive
coefficients. This gives a way of selecting the first features
associated to positive and negative reviews, respectively.

I Feature engineering step! Creating two new features: the sum of
the negative vector components and the sum of the positive
components of the vectorized features
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(a) 5 features (b) 10 features (c) 50 features

(d) 100 features (e) 200 features (f) 500 features
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Unsupervised learning

(a) Feature engeneering: Number of
features vs. sum of the vectorized
features (Unsupervised)

(b) PCA (Unsupervised). First two
components

Hard to separate on an unsupervised way! We are working on that...
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Transfer Learning
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Transfer learning

1. We get data from our MongoDB data using a interesting query

2. We leverage all of our pretrained algorithms

3. We make predictions on a new dataset using (simple) transfer
learning!
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Remarks
I Movie set is label but Twitter data is not
I We can train multi-layer perceptron classifier using the movie

review dataset
I Main goal: Use movie data model on Twitter data
I challenge 1: how to test the accuracy of the model on the Twitter

data. option 1: if the idea of transfer learning is to learn on
problem A then test on problem B then you use the labels on
problem B (what few you might have) to evaluation.
Better option: self-supervised learning
https://ai.facebook.com/blog/self-supervised-learning-the-dark-
matter-of-intelligence?fileGuid=WyYwxqq8kWjKdWgd

I challenge 2: Not all tweets are ’good’ or ’bad’. They can just be
neutral opinions and the model is not trained on neutral opinions.
We can see the probability that the model is giving for each tweet
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References

1. The project is inspired by the presentations in the MAA-SIAM
and TRIPODS Advanced Workshop in Data Science for
Mathematical Sciences Faculty (ICERM)

2. Codes were inspired by ”mining the Social Web” book by
Matthew A. Russel
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Thanks !!!




